Sound propagation in isotropically and uni-axially compressed cohesive, frictional granular solids
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Abstract

Using an advanced contact model in DEM simulations, involving elasto-plasticity, adhesion, and friction, pressure-sintered tablets are formed and prepared for unconfined tests. Sound propagation in such packings is studied under various friction and adhesion conditions. Small differences can be explained by differences in the structure that are due to the sensitivity of the packing on the contact properties during preparation history. In some cases the signals show unexpected propagation behavior, but the power-spectra are similar for all values of adhesion and friction tested. Furthermore, one of these tablets is uni-axially and unconfined compressed and the sound propagation characteristics are examined at different strains, (i) in the elastic regime, (ii) during failure, and (iii) during critical flow. Similarly, the results do vary astonishingly little for packings at different externally applied strains.
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1 Introduction

Granular Materials in general [1–12] and especially cohesive, frictional, fine powders show a peculiar flow behavior [13–17]. Adhesionless powder flows freely, but when adhesion due to van der Waals forces is strong enough, agglomerates or clumps form, and can break into pieces again [18–21]. This is enhanced by pressure- or temperature-sintering [22] and, under extremely strong pressure, tablets or granulates can be formed [23–26] from primary particles. Applications can be found, e.g. in the pharmaceutical industry.

The basic question is how to understand such cohesive, frictional, fine powders and whether one can use sound propagation measurements from simulations to gain additional insight.

In contrast to crystalline materials [27,28], information propagation in disordered and inhomogeneous granular media is far from well understood, especially when friction and other realistic contact mechanisms are taken into account [29–31]. Understanding better the sound propagation in granular media will improve the interpretation of ultrasound measurements in soil as a non-intrusive way to detect and measure underground structures. This has applications in archeology, seismology and – because of its cost efficiency – for the discovery and exploitation of natural resources such as ores, coal, or oil.

Stress-wave or sound propagation through dense granular matter is the superposition of many complex phenomena, which are caused by the discrete, inhomogeneous, anisotropic and dissipative structure of this class of materials. The properties of such waves are strongly affected by phenomena like attenuation, scattering, and dispersion [32]. Ballistic pulse propagation co-exists with slower, multiply scattered coda-like signals [32,33]. The stress- and frequency-dependence of the wave propagation features are subject of ongoing discussion [34,32] in static and shaken packings as well.

Many-particle simulations methods like discrete element models (DEM) [35,36,5,37–40] complement experiments on the scale of small “representative volume elements” (RVEs) [39]. Deep and detailed insight into the kinematics and dynamics of the samples can be obtained since the information about all particles and contacts is available at all times. Discrete Element Models require the contact forces and torques as the basic input, to solve the equations of motion for all particles in a granular system. From this, the macroscopic material properties as, among others, elastic moduli, cohesion, friction, yield strength, dilatancy, or anisotropy can be measured from such RVE tests.

The macroscopic properties are controlled by the “microscopic” contact forces and torques [41,42,32,34,43]. Non-linear contacts [44,40], frequency-dependence [45,46] and also scattering and attenuation in other “particle type” materials
Research challenges involve not only realistic DEM simulations of many-particle systems and their experimental validation, but also the transition from the microscopic contact properties to the macroscopic flow behavior \([39,48,15,16,49]\). This so-called micro-macro transition \([15,16]\) should allow to better understand the collective flow behavior of many particle systems as a function of the particles’ material and contact properties. A continuum description (“macroscopic”) of (dense) granular materials can be highly useful for field applications (like oil discovery), since particle simulations (“microscopic”) are not applicable due to the huge system sizes. Some empirical descriptions are available also for dynamic and possibly non-linear deformation and propagation modes \([34,32,50]\).

The paper is organized as follows. After introducing the simulation method in section 2, the preparation of our samples is discussed in section 3. Sound propagation through densely packed granular systems and its dependence on friction and adhesion is examined in section 4.1, while sound propagation for different states of compression and failure is reported in section 4.2. Summary and Conclusions are given in section 5.

2 Discrete Particle Model

To simulate packing, failure and sound propagation in a granular material we use a Discrete Element Model (DEM) \([35,36,5,37,38,51,25]\). Such simulations can complement experiments on small scale by providing deep and detailed insight into the kinematics and dynamics of the samples examined. In the following we briefly introduce the method that allows us to simulate wave propagation in (damaged) packings. The numerics and algorithms are described in text-books \([52–54]\), so that we only discuss the basic input into DEM, i.e., the contact force models and parameters. More details on the contact model can be found in Ref. \([25]\) and references therein.

The pairwise inter-particle forces typically used are based on the overlap and the relative motion of particles. This might not be sufficient to account for the inhomogeneous stress distribution inside the particles and possible multi-contact effects. However, this simplifying assumption enables us to study larger samples of particles with a minimal complexity of the contact properties, taking into account phenomena like non-linear contact elasticity, plastic deformation, and adhesion as well as friction, rolling resistance, and torsion resistance. In the following we will neglect rolling and torsion resistance however.
Realistic modeling of the deformations of two particles in contact with each other is already quite challenging. The description of many-body systems where each particle can have multiple contacts is extremely complex. We therefore assume our particles to be non-deformable perfect spheres. They shall interact only when in contact. We call two particles in contact when the distance of their centers of mass is less than the sum of their radii. For two spherical particles $i$ and $j$ in contact, with radii $a_i$ and $a_j$, respectively, we define their overlap

$$\delta = (a_i + a_j) - (r_i - r_j) \cdot n > 0$$

(1)

with the unit vector $n := n_{ij} := (r_i - r_j) / |r_i - r_j|$ pointing from $j$ to $i$. $r_i$ and $r_j$ denote the position of particle $i$ and $j$, respectively.

The force on particle $i$, labelled $f_i$, is modelled to depend pairwise on all particles $j$ with which particle $i$ is in contact, $f_i = \sum_j f_{ij}^c$, where $f_{ij}^c$ is the force on particle $i$ exerted by particle $j$ at contact $c$. The force $f_{ij}^c$ can be decomposed into a normal and a tangential part, $f_{ij}^c = f_{ij}^n n + f_{ij}^t t$, where $n \cdot t = 0$.

To model the force $f_{ij}^c$ we use an adhesive, elasto-plastic, history-dependent contact law that depends on three variables only and is described in more detail in Ref. [25]: The force between two spheres is modelled to depend only on their overlap $\delta$, the relative velocity of their surfaces, and the maximum overlap $\delta_{\text{max}}$ this contact has suffered in the past. We will leave out the index $i|j$ from now on.

For the normal force $f^n$ we apply a modified spring-dashpot model: The dashpot part is, as usual, a viscous damping force that depends on the normal component of the relative velocity. The spring “constant” $k$, however, is only temporarily constant and depends on the history of the contact, changing the force from linear in the overlap to piecewise linear: The repulsive force during initial loading is governed by the initial loading stiffness constant $k_1$, see Fig. 1. When the contact is unloaded the maximal overlap $\delta_{\text{max}}$ is kept in memory as a history variable. The forces during un- and reloading can be either repulsive or attractive and are determined using a linear interpolation $k_s$ between the initial loading stiffness constant $k_1$ and the maximal elastic stiffness constant $k_2$. For overlaps greater than $\delta_{\text{material}}$ the stiffness constant $k_2$ is used. When re-loading starts after unloading $\delta_{\text{max}}$ is reset to the then current value of $\delta$ and is subsequently increased again during loading. If a contact breaks $\delta_{\text{max}}$ is set to zero. Each contact can be unloaded into the attractive regime with the current stiffness $k_s$. This models adhesion. The attractive forces are
Fig. 1. Spring part of the normal component of the contact force $f^n$, i.e. the part that is a function of the overlap $\delta$. (The viscous normal forces are not included in this plot.) $k_1$, $k_2$, $k_c$, and $\delta_{\text{material}}$ are material constants. $\delta_{\text{max}}$ is the maximum overlap this contact has suffered in the past and accounts for the history dependence of the contact law. $\delta_*$ is the (history dependent) overlap at which the force becomes zero when loading or unloading with the current (history dependent) stiffness $k_*$. $\delta_f$ is the overlap at which the force vanishes when the stiffness constant $k_2$ is used (at large overlaps).

limited by $-k_c\delta$, with the adhesion “stiffness” constant $k_c$.

### 2.2 Tangential Contact Force Laws

In the tangential direction, the forces and torques depend on the tangential displacement and the relative rotations of the particle surfaces. Dynamic (sliding) and static friction depend on the tangential component of the relative velocity of the contact points,

$$v_t = v_{ij} - n(n \cdot v_{ij}) , \text{ where } v_{ij} = v_i - v_j + a'_i n \times \omega_i + a'_j n \times \omega_j \quad (2)$$

is the relative velocity of the particle surfaces at contact. Here $a'_\alpha = a_\alpha - \delta/2$, for $\alpha = i, j$, is the corrected radius relative to the contact point. $v_i$, $v_j$, $\omega_i$, and $\omega_j$ are the linear and rotational velocities of particles $i$ and $j$, respectively.

Tangential forces $f^t$ acting on the contacts are modelled to be proportional to the accumulated sliding distance of the contact points along each other with a (tangential) stiffness constant $k_t$, i.e. $f^t = k_t \int v_t dt$, where $v_t$ is the
tangential component of the relative velocity of the contact point. Including also a viscous damping constant, $\gamma_t$, the tangential force is limited by the product of the normal force and the contact friction coefficient $\mu$, according to Coulomb's law, $f^t \leq \mu f^n$. For more details see Ref. [25].

2.3 Background Friction

Viscous dissipation as mentioned above takes place localized in a two-particle contact only. In the bulk material, where many particles are in contact with each other, this dissipation mode is very inefficient for long-wavelength cooperative modes of motion, especially when linear force laws are involved [55]. Therefore, an additional damping with the background is introduced, such that the total force $f_i$ and torque $q_i$ on particle $i$ are given by

$$f_i = \sum_j \left( f^j n + f^j t \right) - \gamma_b v_i \quad \text{and} \quad q_i = \sum_j q^\text{friction}_i - \gamma_{br} a_i^2 \omega_i,$$

where the sums take into account all contact partners $j$ of particle $i$, and $\gamma_b$ and $\gamma_{br}$ are the (artificial) background damping viscosities assigned to the translational and rotational degrees of freedom, respectively. The viscosities can be seen as originating from a viscous inter-particle medium and enhance the damping in the spirit of a rapid relaxation and equilibration. Note that the effect of $\gamma_b$ and $\gamma_{br}$ should be checked for each set of parameters: it should be small in order to exclude artificial over-damping.

2.4 Contact model Parameters

In the following we measure lengths in units of millimeters (mm), masses in milligrams (mg) and times in units of one hundred microseconds (100 $\mu$s). Note that only a few parameters have to be specified with dimensions, while the others are expressed as dimensionless ratios in Tab. 1.

A maximal stiffness constant of $k_2 = 5$, as used in our simulations, corresponds to a typical contact duration (half-period) $t_c \approx \sqrt{m/(2k)} \approx 6.5 \times 10^{-4}$, for a normal collision of a large and a small particle with $\gamma = 0$. Accordingly, an integration time-step of $t_{MD} = 5 \times 10^{-6}$ is used in order to allow for a “safe” integration of the equations of motion. Note that not only the normal “eigenfrequency” but also the eigenfrequencies for the rotational degrees of freedom have to be considered, as well as the viscous response times $t_\gamma \approx m/\gamma$. All of the (inverse) eigenfrequencies should be considerably larger than $t_{MD}$, while the viscous response times should be even larger, so that $t_\gamma > t_c \gg t_{MD}$. 
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<table>
<thead>
<tr>
<th>Property</th>
<th>Symbol</th>
<th>Value</th>
<th>Dimensional units</th>
<th>SI-units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time unit</td>
<td>$t_u$</td>
<td>1</td>
<td>100 μs</td>
<td>10^{-4}s</td>
</tr>
<tr>
<td>Length unit</td>
<td>$x_u$</td>
<td>1</td>
<td>1 mm</td>
<td>10^{-3}m</td>
</tr>
<tr>
<td>Mass unit</td>
<td>$m_u$</td>
<td>1</td>
<td>1 mg</td>
<td>10^{-6}kg</td>
</tr>
<tr>
<td>Particle radius</td>
<td>$a_0$</td>
<td>0.005</td>
<td>5 μm</td>
<td>5 10^{-6}m</td>
</tr>
<tr>
<td>Material density</td>
<td>$\rho$</td>
<td>2</td>
<td>2 mg/mm³</td>
<td>2000 kg/m³</td>
</tr>
<tr>
<td>Max. loading/unloading stiffness</td>
<td>$k_2$</td>
<td>5</td>
<td>5 mg/(100μs)^2</td>
<td>5 10^2 kg/s²</td>
</tr>
<tr>
<td>Initial loading stiffness</td>
<td>$k_1/k_2$</td>
<td>0.5</td>
<td>5 mg/(100μs)^2</td>
<td>5 10^2 kg/s²</td>
</tr>
<tr>
<td>Adhesion “stiffness”</td>
<td>$k_c/k_2$</td>
<td>0.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Friction stiffness</td>
<td>$k_t/k_2$</td>
<td>0.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coulomb friction coefficient</td>
<td>$\mu = \mu_d = \mu_s$</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dynamic to static friction ratio</td>
<td>$\phi_d = \mu_d/\mu_s$</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal viscosity</td>
<td>$\gamma = \gamma_n$</td>
<td>$5 \times 10^{-5}$</td>
<td>5 10^{-5} mg/100μs</td>
<td>5 10^{-7} kg/s</td>
</tr>
<tr>
<td>Tangential viscosity</td>
<td>$\gamma_t/\gamma$</td>
<td>0.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Background viscosity</td>
<td>$\gamma_b/\gamma$</td>
<td>4.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Background viscous torque</td>
<td>$\gamma_{br}/\gamma$</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fluid overlap</td>
<td>$\phi_f$</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1

Microscopic material parameters used (third column), if not explicitly specified. The fourth column contains these values in the dimensional units, i.e., when the time-, length-, and mass-units are 100 μs, mm, and mg, respectively. Column five contains the parameters in SI-units. Energy, velocity, force, acceleration, and stress have to be scaled with factors of $10^{-4}$, $10^{-1}$, $10^{-1}$, $10^5$, and $10^5$, respectively, for a transition from reduced to SI-units.

A more detailed discussion of all the effects due to the interplay between the model parameters and the related times is, however, far from the scope of this paper. Details can be found in Ref. [25] and references therein.

3 Tablet preparation and material failure test

3.1 Tablet preparation

Having introduced the model and its parameters in the last section here we describe the experimental idea and the steps of our simulations. We prepare a “tablet” (granule) consisting of primary particles that behave according to
the contact force laws mentioned above. A four-step process is applied:

- creation of a loose initial sample
- pressure sintering by isotropic compression
- removal of the pressure
- relaxation

On the resulting unconfined “tablet”, or material sample, tests can be performed, e.g. controlled compression or tensile tests as well as sound wave propagation tests. Care has to be taken to perform first the preparation and later the tests in a symmetric way (see below) to avoid artefacts.

3.1.1 Initial sample

Before sintering the first step is to create a loose configuration of \( N = 1728 \) spherical (granular) particles with a Gaussian distribution of radii with average \( a = 0.005 \). The tails of the distribution are cut off at 0.003 and 0.0075 to ensure that all particles are comparable in size [56], i.e. neither too large nor too small particles are desired. For the situations presented in this paper, the half-width of the distribution is \( w_a = \sqrt{\langle a^2 \rangle - \langle a \rangle^2} = 0.0007213 \). In addition, the initial velocities are drawn from a Gaussian distribution in each direction.

In the initial preparation stage the particles are arranged on a regular cubic lattice with wide spacing so that particles are not in contact – neither with each other nor with a wall – and have space to move and become disordered. Then the system is compressed with a pressure of \( p_1 = 0.5 \) to create a loose initial packing with a coordination number \( C = 5.89 \) and volume fraction, \( \nu = \sum V(a_i)/V = 0.607 \), with the particle volume \( V(a_i) = (4/3)\pi a_i^3 \).

3.1.2 Pressure sintering

The second step is pressure sintering: The system is compressed by keeping one wall in each spatial direction fixed while applying a constant pressure of \( p_s = 10 \) to the other (three) walls. During compression, the particles are frictional with a friction coefficient \( \mu = 1 \), and have zero adhesion amongst each other, i.e. \( k_c = 0 \). Four of the six walls are frictionless \( \mu_{\text{wall}} = 0 \) and cohesionless \( (k_c = 0) \). The remaining two (opposing) walls are already prepared for the tests to come. These two walls define the uni-axial direction and are strongly adhesive, with \( k_c^{\text{wall}}/k_2 = 20 \), so that the sample sticks to them, while all other walls can be easily removed in the third step. The wall-adhesion has no visible effect here, since the sample is strongly confined. In contrast, friction has an effect, i.e. friction with the walls would hinder the pressure to be transferred completely to its opposite wall. Frictional walls carry part of the load – an effect that is known since the early work of Janssen [57,58].
During the compression the kinetic energy first increases and then decreases, see the left graph of Fig. 2, due to the energy dissipation in the system. We keep the pressure constant until the kinetic energy has very well reached a small constant value, within fluctuations, determined only by the numerical accuracy.

The right graph of Fig. 2 shows the mean coordination number as a function of time. The number of contacts increases during pressure sintering, overshoots, and finally settles to a constant value of $C \approx 7.17$. Not surprisingly, a rather high volume fraction, $\nu = 0.6754$, is reached during the pressure sintering. (After stress-relaxation (see below), these values decrease considerably to $\nu \approx 0.626 \pm 0.005$ and $C \approx 6.2 \pm 0.2$, depending on the material parameters used.

### 3.1.3 Pressure release

Using this pressure sintered sample, the third step is to remove the pressure from the walls. Before we do so both $k_c$ and $\mu$ are set to the desired values ($k_c/k_2 = 0.2$ or $1.0$ and $\mu = 1.0, 0.1$, or $0.0$). The combination of material parameters and their identification codes are summarized in Tab. 2.

The control pressure is smoothly released from the walls in a co-sinusoidal way, starting from its sintering value, $p_s = 10$, down to a residual value, $p_0$, that is five orders of magnitude lower, i.e. $p_0/p_s = 10^{-5}$. The half period of the co-sinusoidal pressure release is $t_0 = 12.5$, but relaxation is continued further until the kinetic energy is dissipated and reaches tiny values, see Fig. 3. The small residual pressure keeps single particles from leaving the sample and also keeps the walls in place. This is important in order to not spoil the efficiency of our linked cell algorithm, where the cell size is a fraction of the system size between the walls. However, this confining stress $p_0$ is not big enough to affect the dynamics of the tests performed, it is just a convenient way to keep the
Table 2
Adhesion and friction parameters used during stress-release and for the further tests of the samples A-F. The densities and coordination numbers are realized after relaxation, after stress-release, before the subsequent compression and/or sound tests.

walls rather close to the sample. \((p_0/p_s = 10^{-3} \text{ leads to very similar results.})\)

There are qualitative differences for the short time behaviour between the samples A and B on the one hand and samples C – F on the other hand. In the latter samples the friction coefficient is suddenly reduced from \(\mu = 1\) to smaller values just before the walls are removed. As an example, in Fig. 3 samples A and C are compared, which have \(\mu = 1\), and 0.1, respectively. The kinetic energy of sample C increases instantaneously due to the “failure” of several contacts and subsequent dynamic reorganization. During this reorganization also the coordination number, see bottom panels in Fig. 3, increases slightly, as well as the density (data not shown). For sample E, the increase in kinetic energy, coordination number and density is larger, since the friction is reduced to an even smaller value \(\mu = 0\) (data not shown).

A Comparison of samples B, D, and F leads to qualitatively similar observations as did the comparison of samples A, C, and E discussed above. The sudden reduction of friction has the same effect when \(k_c = 5\) instead of \(k_c = 1\). The increase in adhesion from \(k_c = 1\) to \(k_c = 5\) does not show a strong effect initially. Only for larger times, i.e. lower pressure, the effect of contact adhesion manifests itself in slightly shorter relaxation times. All densities are very similar, only the coordination number is systematically slightly larger for stronger adhesion.

3.1.4 Final relaxation

The fourth preparation step is the final relaxation of the system. This is done in three substeps. First, immediately after the control pressure on the wall has reached its low residual value, the system is relaxed further until time \(t_{r1} = 200\) with three fixed walls and three walls with the residual pressure reached at the end of the wall removal procedure. Second, after the kinetic energy has reached a small value, within fluctuations, for a long time, the system is further relaxed and symmetrized with the same pressure of \(10^{-4}\) applied from all sides.
Fig. 3. Kinetic energy $E_{\text{kin}}$ (top) and coordination number [number of contacts per particle] (bottom) as a function of time $t$ during stress-removal from the walls and subsequent relaxation. The material parameters are given in Tab. 1, for sample A (left), with $\mu = 1$, while the friction is reduced to $\mu = 0.1$ for sample C (right). The markers (top) show the changes discussed in the text at times 12.5, 200, and 250.

for another time interval of $t_{r2} = 50$. In the final relaxation step, again a time interval of $t_{r3} = 50$, the two walls in the $x$-direction are fixed and the other four walls are kept at the residual pressure. We now have an unconfined sample with fixed walls in the $x$-direction and negligible stresses in all directions. The tests to be performed are uni-axially deforming the walls in the $x$ direction only.

The prepared sample can now be used for all sorts of further tests. In this paper we will show compression tests in the next subsection 3.2 and sound wave propagation on different samples in section 4, as sketched in Fig. 4.

3.2 Compression test

In this section we describe an uni-axial unconfined compression test, starting from the final configuration of sample A from the previous subsection. This test resembles a direct measurement of the unconfined yield-strength, as applied in mechanical engineering and particle technology, see [59]. However, we apply
the strain in several rather small steps. After each small step we relax the system in the compressed state, i.e. we run the simulation for a while without changing the pressure \((y\text{- and } z\text{-directions})\) on and positions \((x\text{-direction})\) of the walls. We later perform tests on these “relaxed” states. This must not be confused with a test performed after the stress has been removed.

Instead of applying the target-strain of \(\epsilon_{\text{max}} = 0.0217\) in one sweep, the deformation is divided into 10 steps, with \(\epsilon_s \approx 0.00217\) each (measured relative to the initial system size). This leads to states with \(\epsilon_m = m\epsilon_s\), with integer \(m = 0, 1, 2, \ldots, 10\). During each of the ten strain-steps, the system is compressed in a co-sinusoidal way for one half-period, during a time interval of \(t_\epsilon = 0.5\), and then relaxed for a time interval of \(t_{\text{rel}} = 4.5\). Note that the results are rate dependent (where the rate is proportional to \(1/t_\epsilon\)). A low enough rate has to be chosen in order to stay in the quasi-static regime. Fig. 5 gives a comparison with a ten times higher rate (left graph). A four times higher rate does not change qualitatively the stress-strain behaviour (data not shown here). The “relaxed” sample (which is still under anisotropic pressure) is then further deformed and relaxed and this is repeated again and again. The reason for this intermediate relaxation is that we want to perform sound wave propagation tests on well-defined “relaxed”, static samples after those have suffered from different levels of deformation.

The stress-strain diagram of this compression test is shown in Fig. 5. The initial stress-strain relation is very close to linear, with a slope of \(D = \partial \sigma / \partial \epsilon = 225.6\). The maximal stress in is approximately \(1/4\) of the previously applied sintering pressure \(p_s\). Additionally, we see that relaxing the system in the elastic regime, at intermediate strains of \(\epsilon_{1-4}\), leads to samples very close to the elastic branch. Thus up to a strain of about one percent the system behaves almost like an elastic solid. Tab. 3 summarizes the strains, coordination numbers, and volume fractions for all \(\epsilon_m\) investigated.

At larger deformation, \(\epsilon_5\), the sample starts to fail: Here the stress is close to its maximum and during the relaxation the stress decreases, i.e. we have left
Fig. 5. Normalized axial stress $\sigma/\sigma_0$ plotted against the axial strain $\epsilon$ from a step-wise uni-axial compression test. The reference stress, $\sigma_0 = k_2/a$, is used to non-dimensionalize the stress. The left graph shows the results for a rate ten times faster than the one used in the following (right graph). The points indicate the configurations on which sound propagation tests are performed in Sec. 4.

<table>
<thead>
<tr>
<th>Type</th>
<th>$\epsilon_0$</th>
<th>$\epsilon_1$</th>
<th>$\epsilon_2$</th>
<th>$\epsilon_3$</th>
<th>$\epsilon_4$</th>
<th>$\epsilon_5$</th>
<th>$\epsilon_6$</th>
<th>$\epsilon_7$</th>
<th>$\epsilon_8$</th>
<th>$\epsilon_9$</th>
<th>$\epsilon_{10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon$ in %</td>
<td>0%</td>
<td>0.22%</td>
<td>0.43%</td>
<td>0.65%</td>
<td>0.87%</td>
<td>1.09%</td>
<td>1.30%</td>
<td>1.52%</td>
<td>1.74%</td>
<td>1.95%</td>
<td>2.17%</td>
</tr>
<tr>
<td>$\nu$</td>
<td>0.627</td>
<td>0.627</td>
<td>0.627</td>
<td>0.624</td>
<td>0.620</td>
<td>0.613</td>
<td>0.594</td>
<td>0.578</td>
<td>0.546</td>
<td>0.537</td>
<td>0.526</td>
</tr>
</tbody>
</table>

Table 3
Strain steps $\epsilon_m$ and corresponding coordination numbers and volume fractions. The round-off error for the given values is $\pm 10^{-3}$

the elastic regime. The coordination number and density decrease considerably when the sample starts to fail. At the next strain levels, $\epsilon_6$, and $\epsilon_7$, the stress remains large but the stress decreases more and more during relaxation. At $\epsilon_8 \approx 0.017$ the system fails and becomes almost fluid-like with an enormous decay of stress during relaxation. Also for later compression steps the stress is significantly reduced, relative to the maximum, during the relaxation process, though it never reaches zero.

4 Sound wave propagation tests

The goal of this section is to characterize how the propagation of sound waves is influenced by, on the one hand, the “microscopic” parameters such as the inter-particle cohesion and friction and, on the other hand, the material state (uncompressed, uni-axially compressed in the elastic regime, close to failure, or in the fluidized softening regime). This is done by analyzing the wave propagation, phase velocities, damping, and Fourier spectra of the sound waves propagating through the system.
The “microscopic” inter-particle interaction laws (material properties) have an influence on the propagation of sound. Therefore we first probe packings with different “microscopic” adhesion and friction parameters. When a tablet undergoes strain, both microscopic (contact scale) and macroscopic (multi-grain scale) changes occur in the structure. In order to investigate the change of the macroscopic material properties due to these reorganisations we probe the packing at various externally applied uni-axial strains, corresponding to the different regimes mentioned above. Note that a piecewise linear contact law with history-dependent stiffness (see Sec. 2) allows to decouple the non-linearity of the contact forces (as in the case of the Hertz contact model for example) from the influence of reorganisations and opening or closing of contacts.

For the sound propagation tests we start with the tablets prepared as described in Sec. 3. The tablet has two fixed walls in the $x-$ direction and virtually free boundary conditions in the other two directions. Now a signal is sent through the sample by applying a time-dependent variation of the position (according to the desired signal) to one of the two walls, see left sketch of Fig. 4. After some time the opposite wall will feel a stress variation which we analyze and interpret, right sketch of Fig. 4. The wave form is a full period of a co-sine, moving the wall in and out, with an amplitude, $A = 10^{-7}$ and a time period $T = 3 \times 10^{-3}$. This stress amplitude is much smaller than the maximum stress in Fig. 5.

### 4.1 Influence of cohesion and friction on sound propagation

In this subsection the influence of the microscopic parameters adhesion and friction on the sound propagation of an uncompressed tablet is studied. In Tab. 2 the values used for inter-particle adhesion $k_c$ and friction $\mu$ are given along with the sample names A, B, C, D, E, or F. In Fig. 6, the source (left) and receiver (right) signals (stress at the wall) are plotted versus time. Tab. 4 gives the wave velocities, calculated for different reference points as specified below, and the damping ratios between the source and receiver signals.

Wave velocities are deduced from the time of flight (TOF). Therefore a reference point is chosen at the maximum of the peak (leading to the velocity $v_m$), at 5% of that maximum ($v_5$), at 10% of that maximum ($v_{10}$) or finally when the signal reaches for the first time zero amplitude after the peak ($v_0$). The ratio of the distance between the two walls (source and receiver) and the time difference between the two signals gives the desired wave velocities. Note that since the medium is dispersive, the calculated velocities are an approximation of the group velocity for the range of propagating frequencies.
Fig. 6. Stress variation $\sigma(t) - \sigma(0)$ as function of time $t$ at the source and receiver walls for the samples prepared in Sec. 3.1. Here $\sigma(0)$ denotes the pressure at the wall just before the sound propagation test started. Note the different vertical axes. The signal for sample F has been cut off as it oscillates strongly later on.

<table>
<thead>
<tr>
<th>Type</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_5$</td>
<td>19.6</td>
<td>19.63</td>
<td>19.6</td>
<td>19.69</td>
<td>20.23</td>
<td>20.24</td>
</tr>
<tr>
<td>$v_{10}$</td>
<td>18.89</td>
<td>18.94</td>
<td>18.91</td>
<td>18.99</td>
<td>19.52</td>
<td>19.55</td>
</tr>
<tr>
<td>$v_m$</td>
<td>15.99</td>
<td>16.05</td>
<td>15.95</td>
<td>16.07</td>
<td>16.62</td>
<td>16.7</td>
</tr>
<tr>
<td>$v_0$</td>
<td>14.94</td>
<td>15.04</td>
<td>14.84</td>
<td>15.03</td>
<td>15.71</td>
<td>15.86</td>
</tr>
<tr>
<td>$\sigma_d$</td>
<td>2.49</td>
<td>2.37</td>
<td>2.65</td>
<td>2.35</td>
<td>10.59</td>
<td>7.67</td>
</tr>
</tbody>
</table>

Table 4

Velocities, $v$, as defined in the main text and damping $\sigma_d$.

The damping ratios $\sigma_d$ are calculated by dividing the maximum of the peak of the source signal by the corresponding peak of the receiver signal. Those ratios depend on the distance between the two walls and on the dispersion.

The results show a clear difference between the specimens with friction (A, B, C, and D) and the frictionless cases (E and F) concerning both damping and velocities. The damping (as defined above) is significantly stronger for cases E and F. This may be due to the fact that friction strengthens the specimen and hence enhances the wave transmission, i.e. reduces damping in accordance with previous results [28]. The strong reduction in the peak amplitude of the frictionless samples might also be related to the different configuration structure of the samples. For the frictional specimens (A – D) the damping is lower for higher adhesion (B and D). The same is observed for frictionless specimens, which means that stronger adhesion enhances the wave transmission as well.

Concerning the velocities, for the same inter-particle adhesion, A, C & E and B, D & F, all velocities are systematically lower in the frictional cases (A
– D) than in the frictionless samples (E and F). In a previous study [28] the velocity of sound was higher in the frictional case, where identical samples were prepared without friction before activating the desired friction coefficient. This is in contrast to our results, where all samples are different. However, a complex interplay between frictional and cohesional effects might be the explanation for this unexpected result. Finally, when comparing specimens A and C with specimens B and D, there is a slight increase of velocities with higher cohesion. The same is observed when comparing specimens E and F. This suggests again that adhesion increases the effective stiffness of the material and thus the wave speed. The fact that adhesion increases the tensile strength was examined and reported in [25,26]. Note that the increase of velocity is correlated with the increase of coordination number for increasing contact adhesion and thus depends on the history of the sample.

![Power spectrum from (left) source- and (right) receiver-signals, taken from the simulations in Fig. 6 in arbitrary units (a.u.). Only signals E and F behave differently from the others, reflecting their higher damping rates (see right graph).](image)

Fig. 7. Power spectrum from (left) source- and (right) receiver-signals, taken from the simulations in Fig. 6 in arbitrary units (a.u.). Only signals E and F behave differently from the others, reflecting their higher damping rates (see right graph).

From the power spectra, obtained by applying the Fourier transform to the time signals, the dispersive and filtering behaviour of the system can be identified by the observed significant shift of the main frequency from about 330 down to 150 (corresponding to 33 kHz and 15 kHz in SI-units), see Fig. 7. The granular, and hence inhomogeneous and discrete, nature of the system leads to its dispersive behaviour. High frequencies are very sensitive to the details at the grain scale because their wavelengths are small, and hence they travel more slowly and less far than lower frequencies. The latter ones are less sensitive to the details at the grain scale because their wavelengths are much larger and average over many grains. Note that the main frequency at around 330 comes from the chosen period for the waveform, $T = 3.10^{-3}$, see the beginning of Sec. 4. Besides the evidently strong damping of signals E and F, no further striking differences are observed for the different specimens’ spectra. Even though there are differences in the power law tail of the spectra (data not shown), we could not correlate those to the different parameters.
4.2 Uncompressed versus compressed states

In the following, the compressed specimen A (uni-axially, from both sides) is used. In that special direction the wall movement is strain controlled and the other two directions are virtually free boundaries, see Sec. 3.2 for details. At each step of the compression test, after relaxation, see Fig. 5, a sound wave is sent through the system the same way as in the previous subsection. Fig. 8 shows the signals at the source and receiver walls.

Regarding \( v_m \) and \( v_0 \), see Tab. 5, the velocities seem to increase a little as the system is further compressed until state \( \epsilon_3 \). Then they slightly decrease until state \( \epsilon_6 \) and finally the decay is stronger until the last state \( \epsilon_{10} \). This variation correlates with the three regimes observed on the stress-strain curve, see Fig. 5, i.e. first the close-to-linear regime, second, the start-of-failure regime, and finally the critical-flow regime. The damping strongly increases for the last steps, \( \epsilon_8 \) to \( \epsilon_{10} \), as the sample is not really a solid any more. These observations correlate with the given coordination numbers \( C \) and the density \( \nu \), see Tab. 3. Similar observations are made concerning the power spectra of those signals, see Fig. 9, noting a stronger damping at steps \( \epsilon_8 \) to \( \epsilon_{10} \). Additional studies are needed to determine whether the sound pulse method could allow for a sensitive material state characterization at all.

![Stress variation](image)

**Fig. 8.** Stress variation \( \sigma(t) - \sigma(0) \) as function of time \( t \) at the source and receiver walls, where the \( \epsilon_3 \) and \( \epsilon_7 \) signals display a different coda. Note the different vertical axes.

5 Conclusions

We have performed particle simulations of sound propagation in isotropically pressure sintered powder samples at very small confining stress. Using a recently proposed piecewise linear contact model for particle-particle interactions we probed different values of friction and adhesion during preparation.
Fig. 9. Power spectra from source- and receiver-signals, taken from the simulations in Fig. 8 in arbitrary units (a.u.).

<table>
<thead>
<tr>
<th>Type</th>
<th>$\epsilon_0$</th>
<th>$\epsilon_1$</th>
<th>$\epsilon_2$</th>
<th>$\epsilon_3$</th>
<th>$\epsilon_4$</th>
<th>$\epsilon_5$</th>
<th>$\epsilon_6$</th>
<th>$\epsilon_7$</th>
<th>$\epsilon_8$</th>
<th>$\epsilon_9$</th>
<th>$\epsilon_{10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_{10}$</td>
<td>18.89</td>
<td>18.89</td>
<td>18.89</td>
<td>19.31</td>
<td>18.88</td>
<td>18.87</td>
<td>18.85</td>
<td>18.74</td>
<td>18.55</td>
<td>18.52</td>
<td>18.45</td>
</tr>
<tr>
<td>$v_{m}$</td>
<td>15.99</td>
<td>16.01</td>
<td>16.03</td>
<td>16.13</td>
<td>16.05</td>
<td>16.06</td>
<td>16.04</td>
<td>15.84</td>
<td>15.66</td>
<td>15.58</td>
<td>15.54</td>
</tr>
<tr>
<td>$\sigma_d$</td>
<td>2.49</td>
<td>2.47</td>
<td>2.47</td>
<td>3.47</td>
<td>2.37</td>
<td>2.37</td>
<td>2.45</td>
<td>2.76</td>
<td>4.21</td>
<td>4.68</td>
<td>5.11</td>
</tr>
</tbody>
</table>

Table 5

Velocities, $v$, as defined in the main text and damping $\sigma_d$

In particular, we applied a P-wave on one end of the sample and measured and analyzed the signal on the opposing receiver wall. Surprisingly we found only very weak differences except for the frictionless case, where the velocity of sound was higher and the damping was stronger. Even though the samples were prepared using the same preparation protocol they evolved to different initial configurations due to different values of the contact parameters. The material behaviour is history dependent but mostly determined by the sintering pressure $p_s$ rather than by those material parameters varied here.

In addition, one of the samples was subjected to strain-controlled uni-axial unconfined compression and the sound propagation properties were studied at various levels of strain: In the elastic regime, at the onset of and during failure, and in the softening and flowing regimes. Even though in the elastic regime we found astonishingly little variation in the wave propagation velocity as a function of the strain, one particular sample behaved qualitatively different. In the softening regime all samples were unstable even though the amplitude of the probing pulse was 100 times smaller than the typical particle-particle overlap.

Having observed rather small differences between the different uni-axial strain
states, the expected dependence of sound propagation on the uni-axial anisotropic stress states studies was not observed.

The quantitative tuning of the DEM model to real experimental data remains a challenge for future research. The results presented here have units that are not supposed to mimic a real material. Some tuning can be done by rescaling, but a real fine-adjustment will require a more systematic study of other contact model parameters.

Acknowledgements

Valuable discussions with J. Tomas, A. Suiker, L. Brendel, and W. Mulder are appreciated. This study was supported by the Delft Centre for Materials Self-Healing program, the research institute IMPACT of the University of Twente, and the Stichting voor Fundamenteel Onderzoek der Materie (FOM), financially supported by the Nederlandse Organisatie voor Wetenschappelijk Onderzoek (NWO), through the FOM-SHELL program and the Granular Matter program.

References


