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Abstract The development of an applicable theory for
granular matter – with both qualitative and quantitative
value – is a challenging prospect, given the multitude of
states, phases and (industrial) situations it has to cover.
Given the general balance equations for mass, momen-
tum, and energy, the limiting case of dilute and almost
elastic granular gases, where kinetic theory works per-
fectly well, is the starting point.

In most systems, low density coexists with very high
density, where the latter is an open problem for kinetic
theory. Furthermore, many additional non-linear phe-
nomena and material properties are important in real-
istic granular media, involving, e.g.:
(i) multi-particle interactions and elasticity
(ii) strong dissipation,
(iii) friction,
(iv) long-range forces and wet contacts
(v) wide particle size-distributions, and
(vi) various particle shapes.
Note that, while some of these issues are more relevant
for high density, others are important for both low and
high densities; some of them can be dealt with by means
of kinetic theory, some can not.

This paper is a review of recent progress towards
more realistic models for dense granular media in 2D,
even though most of the observations, conclusions, and
corrections given are qualitatively true also in 3D.
Starting from an elastic, frictionless and monodisperse
hard sphere gas, the (continuum) balance equations of
mass, momentum and energy are given. The equation
of state, the (Navier-Stokes level) transport coefficients
and the energy-density dissipation rate are considered.
Several corrections are applied to those constitutive ma-
terial laws – one by one – in order to account for the
realistic physical effects and properties listed above.
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1 Introduction

Interesting phenomena occur when granular materials
move, as studied and reported during the last decades [1–
37]. Of special interest is structure formation during free
dissipative cooling of a granular gas [25, 38–54]. Start-
ing from a homogeneous system, structures evolve and a
dilute granular gas coexists with denser, possibly much
denser and even solid-like clusters – in non-equilibrium.
However, the coexistence of a fluid-like granular gas with
a solid-like packing also occurs in many other systems,
for example during avalanche flow on inclined planes or
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in vibrated containers, see Refs. [28,30,32,34,55–59] and
references therein. Methods developed for granular gases
have even found application in the dynamics of animal
encounters, see e.g. Ref. [60].

Granular materials form a “hybrid” state between
fluid and solid. Besides the fact that fluid- and solid-like
phases often coexist, the state of the granulate can easily
change: For example, energy input can lead to dilatancy
or fluidization, i.e., a reduction of density so that the ma-
terial becomes ‘fluid’. On the other hand, in the absence
of energy input (e.g., through shear or vibration), granu-
lar materials densify or ‘solidify’ due to dissipation. This
makes granular media an interesting non-linear multi-
particle system with a rich phenomenology – sometimes
fluid-like, sometimes solid-like – where the co-existence
of both regimes allows for new and unexpected phenom-
ena.

In the absence of walls and external forces, the crucial
phenomena in a freely cooling granular gas involve the
fluctuations in density, velocity and temperature, which
cause position-dependent energy loss [38]. In denser ar-
eas, due to strong local dissipation, pressure and energy
drop rapidly and material can move from ‘hot’ to ‘cold’
regions. Hence leading to even stronger dissipation and
thus causing the density instability with ever growing
(dense) clusters.

As a working example for granular systems, the freely
cooling granular gas will be introduced first as a paradig-
matic case where dilute and dense granular media co-
exist. Even though walls are avoided by periodic bound-
ary conditions and the initial configuration is homoge-
neous, resembling a classical, elastic hard sphere gas, the
system develops an interesting dynamics and structure
formation – only due to the dissipative interactions of
the particles, see Fig. 1 in section 2.

In brief, the paper is structured as follows: As an
example, the transition from homogeneous to inhomoge-
neous cooling and cluster growth is introduced in sec-
tion 2. As a starting point for a more realistic theory,
a set of hydrodynamic equations is introduced in sec-
tion 3, together with the classical constitutive relations
and transport coefficients. In the rather technical section
4, the corrections for higher densities are reviewed in de-
tail. A few special (simplified) cases of the hydrodynamic
equations are reviewed in section 5. Several further cor-
rections for realistic granular media are reviewed in sec-
tion 6. Finally, sections 7 and 8 summarize and conclude
the main results of this review paper, indicating the di-
rection the author feels new research should be oriented.

2 From homogeneous to inhomogeneous cooling

When a homogeneous granular gas cools down due to
collisional dissipation, one observes an initial homoge-
neous cooling state (HCS), followed by a cluster growth
regime, and a final (inhomogeneous, non-equilibrium)

state where the cluster size is comparable to the system
size, i.e., the structures span the whole system [38–47].

Using the hard sphere model and event driven sim-
ulations, see e.g. Refs. [61, 62], it is straightforward to
simulate the time-evolution of a homogeneous granular
gas with density (area fraction) ν = 0.25, about N = 105

particles, and moderate dissipation with a coefficient of
restitution r = 0.9.

2.1 Collision Model

For two particles, p = 1, 2, at positions r1,2, conservation
of momentum leads to a collision rule:

v′
1,2 = v1,2 ∓

1 + r

2

(

k̂ · (v1 − v2)
)

k̂ , (1)

where a prime indicates the velocities v after the colli-

sion, and k̂ = (r2−r1)/|r2−r1| is the unit vector pointing
along the line of centers, from particle 1 to particle 2.

At collision, the normal component, vn = k̂ · (v1 −
v2), of the relative velocity, v2 − v1, changes its sign
and is reduced by a factor 1 − r, with the coefficient of
restitution r. Therefore, the kinetic energy of the relative
velocities normal component is reduced by the factor ε =
1 − r2. The elastic limit, r = 1, implies no dissipation
(ε = 0), while r < 1 implies ε > 0.

2.2 Free Cooling Granular Gas

Six snapshots at different (dimensionless) times, τ =
t/tn(0), with time t and initial collision rate t−1

n (0), are
shown in Fig. 1. Different colors correspond to particles
and white corresponds to “vacuum”. The initial state
is homogeneous with (arbitrary) collision rate around
t−1
n (0) ≈ 258 s−1, which is only used to scale time in

the following. The change in color from red to green and
to blue indicates the decrease in non-dimensional colli-
sion rate, τ−1

n = tn(0)/tn(t), due to the global cooling.
The structures are growing with time, τ , and the collision
rate inside the large clusters can become comparable to
the initial collision rate.

The system evolution can be divided into three states:
Firstly, the system is in the homogeneous cooling state
(HCS) [2]. The decay of the kinetic energy and the col-
lision frequency can be described by simple analytical
expressions E(τ) ∼ (1 + τ)−2 and fc(τ) ∼ (1 + τ)−1.
The initial collision rate is used to make time and rate
(frequency) dimensionless, however, the evolution of the
system is controlled by the collision rate at the actual
time, as discussed below in subsection 5.1.3.

After a few collisions per particle, clusters begin to
develop and grow and the collision frequency can show
large fluctuations in time because of cluster-cluster colli-
sions. These cannot be quantitatively predicted anymore,
even though the slower decay of energy can be predicted
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τ = 0.024 τ = 6.23

τ = 99.66 τ = 398.8

τ = 1595 τ = 12760

Fig. 1 ED simulation snapshots at different dimensionless
times τ , from a two-dimensional (2D) system with N = 99856
particles, volume fraction ν = 0.25, and coefficient of restitu-
tion r = 0.9. The collision frequency is color-coded: red, green
and blue correspond to collision rates τ−1

n ≈ 1, 1/5 and 1/25,
respectively. Black particles did not suffer a collision within
the time interval τ/2, different for each of the sub-plots, used
to measure the collision rate. A critical collision frequency
τc = 1/400 was used (within the framework of the TC model
as discussed below in subsection 6.2).

at early stages [63], before the clusters become too large.
The energy decay is characterized by E ∼ τ−1, with a
power-law dependent on the situation. This regime shows
interesting differences between two and three dimensions
see [64, 65].

After many more collisions, most of the clusters merge
to one large cluster, which grows until it reaches system
size. Then the system behavior is dominated by the large
cluster that contains a macroscopic fraction of the parti-
cles in the system, as specified in Ref. [64]. Kinetic energy
and collision frequency still fluctuate, but are approxi-
mated by E(τ) ∼ τ−2 and fc(τ) ∼ τ−1. This means the

evolution in time is similar to the homogeneous cooling
state.

Inside the clusters, density can grow much larger than
the global density while it drops to practically zero be-
tween the clusters. If the density grows above a certain
(crystallization) limit the structure becomes an ordered
(triangular in 2D) lattice. Crystallization happens fre-
quently and cleanly in 2D, but is observed rarely (only
locally) in the 3D systems examined.

3 Hydrodynamics

Assume a single-species multi-particle system, where the
mass and momentum are conserved (microscopically) at
each collision. The total mass and momentum are thus
conserved macroscopically – which leads to macroscopic
balance equations as introduced below. While mass and
momentum are conserved, energy can be dissipated and
inserted into the system, following certain rules. Mak-
ing various assumptions [14, 66, 67], the constitutive re-
lations and transport coefficients (occurring within the
macroscopic equations for mass, momentum, and energy
balance) can be derived [14,67,68]. Among these assump-
tions are scale separation [66,69], molecular chaos [70,71]
velocity correlations [72], isotropy and disorder [73, 74],
binary collisions [70,75,76], and many others, which will
not be discussed in detail here.

3.1 Mass balance

Assume that N particles with total mass, M =
∑

p∈V mp,
are found in a certain representative volume element
(RVE), with volume V . Mass-conservation implies that
the mass-density, ρ = M/V , can only change with time
by flux in or out of this RVE:

∂ρ

∂t
+

∂

∂xi
(ρui) =

Dρ

Dt
+ ρ

∂ui

∂xi
= 0 , (2)

with the average streaming velocity components, ui =
(1/M)

∑

p∈V mpvp
i , where mp is the particle mass, and

vp
i are the particles velocity components. The substantial

derivative (or material derivative) is defined as: D
Dt =

∂
∂t + ui

∂
∂xi

, where the sum over equal indices is implied.

The second term in Eq. (2) involves the divergence of the
velocity field and incompressibility would imply that it
vanishes: Dρ

Dt = ∂ui

∂xi
= 0. However, since granular media

are, in general, compressible the continuity equation (2)
has to be considered completely.

3.2 Momentum balance

Momentum-conservation implies that the momentum den-
sity ρui can change with time, not only due to a (mo-
mentum carrying) flux ρuiuk in or out of the RVE, but



4

also due to inhomogeneous/directed forces (for example
during collisions or due to gravity, γi) exerted from the
outside on its interior:

∂(ρui)

∂t
+

∂

∂xk
(ρuiuk) = ρ

Dui

Dt
= −∂σij

∂xj
+ ργi , (3)

with the first identity coming from Eq. (2), and the stress
tensor components σij on the right hand side. The stress
can be split into an isotropic and a deviatoric part, σij =
pI 1ij +σD

ij , with (isotropic) pressure, pI , and unit tensor
1ij .

While the general balance equations are always cor-
rect, constitutive relations are not universal, but are re-
quired to proceed. For example, in the Euler case, all
dissipative terms vanish, while in the isotropic case, the
deviator stress vanishes. For a Newtonian fluid, the de-
viator stress is proportional to the deviatoric (shear)
strain-rate (symmetric, trace-free velocity gradient):

σD
ij = −η

[

∂ui

∂xj
+

∂uj

∂xi

]

+ η
2

D
∂uk

∂xk
1ij = −2ηD̂ij , (4)

with the shear viscosity η and the deviatoric (symmet-

ric) velocity gradient D̂ij = (∂ui/∂xj + ∂uj/∂xi)/2 −
1
D

(∂uk/∂xk)1ij . Note, that the isotropic pressure, pI =
p + pχ, also contains a viscous term proportional to vol-
ume changes (divergence of the velocity field ∂uk/∂xk),
which are explicitly subtracted in Eq. (4), for D = 2, 3 di-
mensions. The isotropic strain rate dependence of stress,

pχ = −χ
∂uk

∂xk
,

contains an additional proportionality factor, χ, the bulk
viscosity. The rate-independent pressure p will be consid-
ered, if not explicitly mentioned.

Note that the equation of state for p as well as the
transport coefficients η and χ are proportional to non-
linear functions of the density, which are very well pre-
dicted by kinetic theory for small and moderate densities.
These functions are shown for the special case of a rigid
hard sphere model in subsection 3.4.3.

For sake of brevity, here we neither discuss a possi-
bly more involved dependence on temperature and other
quantities, see e.g. [3, 77, 78], nor the possibility of ad-
ditional (micro-polar) terms (like in the Cosserat ap-
proach [15, 79–86], see also Refs. [87–94] among many
others), asymmetric terms in general, or the presence of
anisotropy in the constitutive relations, e.g., for stress in
Eq. (4), [73, 77, 95]. Some of these issues are addressed
later in section 6.

3.3 Energy balance

The energy-balance involves the kinetic energy density,
ρu2/2, due to the streaming velocity, ui, where u2 =

uiui. In addition, there is also a fluctuating energy den-
sity, related to fluctuating velocity vT and to the “gran-
ular temperature”,

T =
2Ekin

DN
=

1

DN

∑

p∈V

mp (vp
i − ui)

2
=

m0v
2
T

D ,

i.e., twice the fluctuating kinetic energy per particle per
degree of freedom 1, where the sum runs over all N parti-
cles in the averaging volume V . The energy-density bal-
ance then reads:

∂

∂t

(

1

2
ρu2 +

1

2
ρv2

T

)

+
∂

∂xk

[(

1

2
ρu2 +

1

2
ρv2

T

)

uk

]

= − ∂

∂xk
[uiσik + qk] + ρuiγi − I + J . (5)

Computing the partial derivatives in Eq. (5) leads to
terms that can be eliminated using Eqs. (2) and (3), so
that energy balance simplifies to:

ρ

2

D

Dt
v2

T =
DN

2V

D

Dt
T = −σik

∂ui

∂xk
− ∂qk

∂xk
− I + J , (6)

with the energy density dissipation rate, I, and the en-
ergy density input rate, J . The right hand side of Eq.
(6) contains also the rate of shear-heating, and the di-
vergence of the heat-flux. The latter contains the classi-
cal term proportional to the temperature gradient and
the thermal conductivity, κ, and a second, non-classical
term, proportional to the density gradient and the cor-
responding transport coefficient λ [14, 96–101], so that
2:

qk = −κ
∂T

∂xk
− λ

∂n

∂xk
.

The second term vanishes in systems with homogeneous
density and one has λ → 0 for almost elastic systems
proportional to (1−r) → 0. Like for the momentum bal-
ance equation (3) above, and the transport coefficients
involved there, non-symmetry, anisotropy, and possible
additional terms, are disregarded here, but should be
kept in mind as possible extension to the present study.

3.4 The (“classical”) transport coefficients

The basic philosophy of this review is to assume that
the balance equations are complete/sufficient and that
only the “classical” transport coefficients, known from
kinetic theory, have to be changed to account for addi-
tional physics. Therefore, the “classical” transport coef-
ficients for almost elastic systems up to moderate density
are first introduced.

1 Note that many authors define T ′ = T/m0 as the gran-
ular temperature, which can lead to confusion, i.e., slightly
different definitions and pre-factors, in the following.

2 If T ′ = T/m0 is used [25,52,54,102], the thermal conduc-
tivity becomes κ′ = κm0, and if the gradient of mass density,
∂ρ/∂xk, is used, one has λ′ = λ/m0.
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Specifically, in the balance equations (2), (3) and (6),
the 2+D field quantities ρ, ui, and (ρ/2) v2

T = nT , are re-
ferred to as the hydrodynamic fields, density, flux veloc-
ity (components), and fluctuating kinetic energy density,
respectively. Note that the square-velocity tensor (re-
lated to the dynamic stress and to the granular tempera-
ture) is not necessarily isotropic, so that beyond Navier-
Stokes order hydrodynamics, a tensorial temperature-
like quantity might be necessary, together with higher
order moments.

The equation of state for pressure, p, the viscosities, η
and χ, the heat conductivity, κ, the density gradient pre-
factor, λ, and the energy density dissipation- and input-
rates, I and J , are referred to as transport coefficients
in the following (for sake of brevity). They are, a-priori,
variables that depend on the hydrodynamic fields and,
possibly, also on their gradients or other terms, which
are not considered or discussed here.

3.4.1 Transport coefficients in 2D

In two dimensions (2D), for a single species, in the elas-
tic limit, r → 1, in lowest order in powers of 1 − r2 and
the gradients, the transport coefficients can be expressed,
see, e.g., Refs. [14,25,52,54,73,100,102,103], in terms of
the granular temperature, T , and the volume fraction,
ν = nV0, with the particle volume, V0 = πhd2/4, the par-
ticle mass, m0, the number density, n = N/V = ρ/m0,
the particle (disk) height, h, and diameter, d:

p = nT (1 + 2νg(ν)) ,

η =
ρd

√

πT/m0

8νg(ν)

(

1 + 2νg(ν) +

(

1 +
8

π

)

[νg(ν)]
2

)

,

χ = ρd
√

πT/m0

(

2

π
νg(ν)

)

,

κ =
ρd

√

πT/m0

2m0νg(ν)

(

1 + 3νg(ν) +

(

9

4
+

4

π

)

[νg(ν)]
2

)

,

I = nT
√

πT/m0
4

πd
(1 − r2)νg(ν) ,

and J so far unspecified. Note that both I and J are
not strictly bulk transport coefficients: while I represents
a bulk-property, J could rather be seen as a boundary
condition. The term λ before the density gradient in the
heat-flux is not shown here, since it vanishes for r → 1,
but – for the sake of completeness – is shown in subsec-
tion 6.3.

3.4.2 Isolating the collisional momentum exchange

Using the “Enskog collision rate” (inverse time-scale):

t−1
E (ν, vT ) =

8νg(ν)vT√
2πd

=:
vT

s(ν)
, (7)

with g(ν) = g2(ν) as specified in Eq. (13) below, the
thermal fluctuating velocity

vT =
√

2T/m0 , (8)

and the free path,

s(ν) =
s0

νg(ν)
, with s0 =

√
2πd

8
(9)

allows us to rewrite the transport coefficients:

p =
ρpν v2

T

2
(1 + 2 [νg(ν)]) ,

η =
ρpν vT s0

2 [νg(ν)]

(

1 + 2 [νg(ν)] +

(

1 +
8

π

)

[νg(ν)]
2

)

,

χ = ρpν [νg(ν)] vT s0
8

π
,

κ =
2ρpν vT s0

m0 [νg(ν)]

(

1 + 3 [νg(ν)] +

(

9

4
+

4

π

)

[νg(ν)]2
)

,

I =
ρpν [νg(ν)] v3

T

4s0
(1 − r2) , (10)

expressed in terms of the volume fraction, ν, the particle
material density, ρp, the thermal velocity, vT , the free
path factor, s0, and the collisional momentum exchange
factor G(r, ν) = 1

2 (1 + r) [νg(ν)], see subsection 6.3 for
strong dissipation situations. In Eqs. (10) and in the fol-
lowing, the nearly elastic limit r → 1 is considered, so
that only the abbreviated form G(ν) := G(1, ν) = νg(ν)
shows up.

In the low density limit, ν → 0, in leading order, the
pressure becomes p0 = nT = ρpνv2

T /2, the viscosity is
independent of density, η0 = ρpvT s0/2, the bulk viscosity
becomes χ0 = ρpν2vT s0(8/π), the heat-conductivity is
independent of density, κ0 = 2ρpvT s0/m0 = 4η0/m0,
and the energy density dissipation rate becomes I0 =
ρpν2v3

T (1 − r2)/(4s0).

3.4.3 Isolating time-scale and mass density

We observe that, besides some constant factors, all trans-
port coefficients are proportional to ρ = ρpν, to powers
of vT , and to powers of the product G(ν) = νg(ν). If one
extracts the combination ρt−1

E from the transport coeffi-
cients, only powers of vT and G(ν) remain as variables:

p = ρ t−1
E vT s0

(

1

2G(ν)
+ 1

)

,

η = ρ t−1
E

s2
0

2

(

1

G(ν)2
+

2

G(ν)
+

(

1 +
8

π

))

,

χ = ρ t−1
E

d2

4
= ρ t−1

E

8s2
0

π
,

κ = ρ t−1
E

2s2
0

m0

(

1

G(ν)2
+

3

G(ν)
+

(

9

4
+

4

π

))

,

I = ρ t−1
E

v2
T

4
(1 − r2) , (11)

hiding the implicit proportionality

ρt−1
E = ρpvT ν2g(ν)/s0 ∝ vT νG(ν) .
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This last form of the transport coefficients could allow
us to transform time t → τ = t t−1

E and non-dimension-
alize the balance equations, see Ref. [40, 63, 104, 105].
However, we will proceed with the transport coefficients
as summarized in subsection 3.4.2.

3.4.4 Summary and general philosophy

As working hypothesis, for the rest of this review, we
will (boldly) assume that the Navier-Stokes order Eqs.
(2), (3), and (6) are complete and sufficient to describe
arbitrary flow conditions and rheology. 3 Therefore, cor-
rections or new effects have to be added as empirical
terms to the “classical” transport coefficients from sub-
section 3.4.2 in Eqs. (10). In the view of the author, ap-
plying these corrections is the first step, before general-
izing the Navier-Stokes order equations. The corrections
should (in the framework of a higher order theory) still
remain valid.

This ansatz implies, that the flow behavior of very
dense, realistic granular matter can already be rather
well described, in most cases, by correcting the transport
coefficients rather than the balance equations. In the fol-
lowing, we will see how far we get with this idea, step by
step, and postpone the introduction of more advanced
theory to future studies – to the cases for which the ap-
proach proposed here does not work.

4 From low to high density

In the following, special cases of the balance equations
are presented. The idea is to reduce complexity by reduc-
ing the number of relevant parameters for the transport
coefficients and, ideally, to isolate a single transport co-
efficient. Firstly, in subsection 4.1, the equation of state
of a homogeneous, elastic system in equilibrium is con-
sidered, so that only the pressure remains to be studied.

As a remark for the reader: Even though this sec-
tion is quite technical, anyone who uses one of the many
explicit forms of the 2D pair correlation function, which
enters the equation of state and the transport coefficients,
should be aware of their quantitative and qualitative dif-
ferences, and specifically of their range of validity – for
recent experiments, which show qualitatively good agree-
ment, but some systematic quantitative deviations from
the idealized hard sphere system data, see Refs. [110,
111].

3 Note that additional terms up to Burnett-, super-
Burnett-, or even higher orders [35,66,67,69,78,96,101,106–
109], are neglected as well as a possible micro-structure and
anisotropy as, e.g., manifested in first normal stress differ-
ences [73,77,78].

4.1 Elastic 2D gas at all densities

In this subsection, the equation of state of a homoge-
neous, elastic system in equilibrium is considered. Van-
ishing time- and space-derivatives and ui = 0, γi = 0,
only leave the homogeneous pressure p = nT (1+2νg(ν))
to be studied. The first term is the “ideal gas” con-
tribution due to momentum transport by the transla-
tional fluctuating velocities. The second term accounts
for the collisions of the particles and the related momen-
tum transport. Since the density dependence of the first
term is linear, we extract the dimensionless collisional
pressure

P = p/p0 − 1 = p/(nT )− 1 = 2νg(ν) , (12)

which depends only on density but not on temperature
for the hard sphere (HS) gas. The simulation results
from a 2D system with periodic boundary conditions
and N = 1628 particles, are plotted in Fig. 2 as cir-
cles. Additionally the different definitions of gα(ν) that
are available in the literature are plotted for compari-
son, where the subscript α is used to identify the pair-
correlation at contact or the non-dimensional collisional
pressure Pα = 2νgα. The discussion of the range of va-
lidity of the different pair correlation functions below is
summarized in table 1.

ν ν ν ν
Model Eq. Figs. ≪ 1 < νc ≈ νc > νc νm

g1(ν) 2 x ≪ ≪ ≪ 1
g2(ν) (13) 2 X X > < 1
g4(ν) (14) 3 X X* > < -
g2m(ν) (15) 2, 3 X > ≫ ≫ -
gpm(ν) (17) 2–4 x < < x< x
gsf(ν) (16) 2–4 > < < x< x
gfv(ν) (18) 2–4 ≫ > < X X
gdense(ν) (19) 4 ≫ ≪ < X* X
gK(ν) (24) 4, 5 X X > x> x
gQ(ν) (25) 4, 5 X X* * X* X

Table 1 Summary of the 2D pair-correlation functions at
contact, as discussed and presented in this paper, with their
range of validity when not under shear, where νc denotes
the crystallization or fluidization density, see subsection 4.1.3.
“Very good” quantitative agreement with HS simulations is
indicated by an ‘X’, “good” agreement by an ‘x’, and the best
fit to the data is indicated by a ‘*’. The terms “very good”
and “good” mean error margins of much less and about one
per-cent, respectively. The larger (>) and smaller (<) sym-
bols indicate the direction of discrepancy. Not shown here are
experimental data, e.g., Ref. [110,111], and the interpolation
proposed by Torquato et al. [112] for particles of different
sizes.
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4.1.1 Low and moderate densities

For mono-disperse hard disks in 2D (spheres 4), the clas-
sical (Enskog) pair-correlation function at contact 5:

g2(ν) =
1 − 7ν/16

(1 − ν)2
, (13)

leads to g1(ν) ≈ 1 + 25ν/16 in first order in ν, valid for
very low densities. For low and moderate densities g2

is in very good agreement with simulations, see Figs. 2
and 3. The disagreement at 0.5 ≤ ν ≤ 0.6 is between 1-
2 per-cent (data not shown). Close to the fluid-density,
0.4 ≤ ν < νc, a higher order term [31,115–117],

g4(ν) =
1 − 7ν/16

(1 − ν)2
− ν3/16

8(1 − ν)4
, (14)

leads to even better agreement with simulations for ν ≤
0.67. This defines Pα = 2νgα(ν), with α = 1, 2, and
4, as shown in Figs. 2-5. From Fig. 2, where g2 and g4

almost collapse with the data from simulations, we con-
clude that for densities below ν ≈ 0.5 there is no reason
to use any other g but g2(ν), since g4(ν) only performs
marginally better. Note that other gα(ν), as introduced
below, can be qualitatively wrong and many are quanti-
tatively wrong by at least 10-20 per-cent for intermedi-
ate, moderate densities, and thus should not be used in
this density range.
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P2
P4
Psf
Pfv

P2m
Ppm

Fig. 2 (Color online) Dimensionless collisional pressure P
with different variants of g(ν) (lines), as described in the main
text, for low and moderate densities. Open symbols are 2D
ED computer simulations from Ref. [116].

4 When spheres are used in a quasi-2D geometry, some
of the pre-factors in the transport coefficients have to be
changed.

5 – as proposed 1975 by Henderson [113] analogously to the
Carnahan Starling function for 3D systems [114].

4.1.2 High densities

Granular materials at high densities show a hysteretic
crystallization/melting transition in 3D [18,27,112,118–
122] while hysteresis is much less apparent in 2D. The
case of a two-dimensional vibrated granular gas at high
density, where the liquid- and the solid-phases coexist,
inspired a Fermi-type model [123]. This model enabled
many predictions, for example, segregation in the pres-
ence of the condensed, dense phase [124]. The crystalliza-
tion dynamics and rate dependence in 3D is still subject
of research, as well as the question about the random
packing density [27, 122,125,126]. For recent theoretical
and experimental data, see Refs. [127–129], where, e.g.,
the liquid-solid and solid-liquid transitions [129] are dis-
cussed in detail. In the following, however, we focus on
the 2D situation.

For high densities, ν > νc, the above g2(ν) and g4(ν)
fail to predict the HS numerical data, see Fig. 3, since
they imply disorder and a maximal density νm = 1 (data
not shown), where pressure diverges. Around the crystal-
lization density, νc, the pressure drops considerably due
to ordering effects, as shown below in Fig. 5. Particles in
an ordered configuration have longer free path to travel
and therefore both collision rate and pressure are smaller
than predicted by g2 or g4.

Due to excluded volume effects the pressure diverges
(with a power law with exponent −1) at a lower den-

sity, νm = π/(2
√

3), the closest possible packing den-
sity of hard spheres/disks in 2D, arranged on a trian-
gular lattice. Therefore, in the attempt to describe the
pressure correctly at high densities, up to νm, several
expressions for the non-dimensional pressure were pro-
posed, see [31, 115, 116, 130] and references therein. One
attempt to correct g2(ν) [113,131] as

g2m(ν) =
1 − 7ν/16

(1 − ν/νm)2
, (15)

only performs at very low densities, but does neither per-
form at intermediate nor at high densities, see Fig. 3,
due to the wrong power-law divergence with power −2.
This also excludes other formulations with powers differ-
ent from −1 and leads us to discourage the use of Eq.
(15). However, different power laws were, to our knowl-
edge, typically reported in very different situations con-
cerning particle interactions and boundary conditions.
Therefore, here, we can only say something about the
almost elastic, homogeneous case without shear, and not
about other situations with, for example, strong dissi-
pation, see Ref. [132], where a different power law was
reported. Nevertheless, some simulations suggest a wider
range of validity of the constitutive relations, e.g., for in-
homogeneous systems under shear [52, 54].

Other formulations of gα(ν) = Pα/(2ν), are:
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(i) free-volume forms with a square-root function of
density, from more than 50 years ago [133,134]:

Psf =
1

1 − δ/δm
=

1

1 −
√

νm/ν
, (16)

with typical particle distance, δ, closest distance, δm, and
2D volume fraction ν ∝ δ−2, see Refs. [115,116,133,135,
136].

(ii) an interpolation form proposed by Grossman et
al. see Eq. (8) in Ref. [137],

Ppm =
νm + ν

νm − ν
− 1 =

2ν

νm − ν
, (17)

which has the nice property that it also predicts the di-
lute limit.

(iii) the high density limit (ν → νm) of Eq. (17),

Pfv =
2νm

νm − ν
− 1 =

νm + ν

νm − ν
= Ppm + 1 , (18)

see Refs. [115, 116,130], which is evidently wrong at low
densities.

 10

 100

 1000

 0.75  0.8  0.85  0.9

P

ν

P2
P4
PK
Psf
Pfv

P2m
Ppm

Fig. 3 (Color online) Dimensionless collisional pressure P
with different variants of g(ν) (lines), as described in the main
text, for high densities. Open symbols are 2D ED computer
simulations [116].

The forms Psf , Ppm, and Pfv, indeed all collapse well
with the HS data at very high densities, see Fig. 3. Note
that deviations of a few percent at ν ≈ 0.75 are hardly
visible in this logarithmic plot.

The equations of state Psf , Eq. (16), Ppm, Eq. (17),
and Pfv, Eq. (18), all approximate well the pressure at
maximal density, but at ν ≈ 0.75, already deviate by 5%,
10% and < 1%, respectively. The former two deviating
about linearly in νm − ν. Thus, if exclusively high den-
sities ν > 0.75 are considered, Pfv should be used – for
lower densities Pfv is wrong and thus not recommended.

Two remarks about Ppm, which is frequently used in
literature [55, 57, 138] instead of the more appropriate
forms [56, 112,115].

(i) Eq. (17) has the big advantage, that it behaves
qualitatively correct for all densities – including the lim-
its of low and high density – even though it has consid-
erable deviations from the HS simulation reference data
at intermediate densities, see table 1 and Figs. 2-4.

(ii) If one adds unity to Eq. (17), the collisional pres-
sure becomes Pfv = Ppm + 1, with better quality at high
density – but deteriorating at low density. 6

The only equation of state known to us that is concise
– and involves the low as well as the high density lim-
its – is Eq. (17). Due to its compactness, it might even
allow for analytical solutions of some problems. Unfortu-
nately, there is no hope for quantitative agreement with
HS simulations.

 0.9
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 1.05
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 1.15

 0.65  0.7  0.75  0.8  0.85  0.9

q

ν

Q
fv

dense
sf

pm
K

Fig. 4 (Color online) Quality factor of different equations of
state q = Pα/Psim, where α is given in the inset and Psim are
the values from 2D ED computer simulations [116].

Before we propose a “global equation of state” [115,
116, 139] 7 that is in best quantitative agreement with
our simulation results for all densities, we first correct
Pfv by an empirical fit

Pdense =
2νm

(νm − ν)
h(νm − ν) − 1 , (19)

with h(x) = 1 + c1x + c3x
3, and the fit parameters

c1 = −0.04, and c3 = 3.25 [116]. The formulation Pdense

performs very well for ν > 0.75, with agreement much
better than 0.1% when compared to the simulations.

6 The addition of unity might be a source of confusion, since
we discuss the collisional pressure here and the term unity
corresponds to the dynamic pressure due to the fluctuating
kinetic energy. Thus, in order to avoid miss-understandings,
we note that the dimensional full pressure is p = nT (1+Pα),
and α = fv is recommended for high densities only.

7 The phrase “global” means here that the equation of state
is valid for all densities. This is not to be confused with a
local, vs. a global validity: The present results are supposed
to be locally valid, not globally [139].
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4.1.3 Densities around νc

Up to now, the equations of state discussed perform ei-
ther at low and moderate densities, or at high densities.
The inspired and compact interpolation Eq. (17) is un-
fortunately about 20% wrong for intermediate densities
and thus does not have quantitative predictive value.

Therefore, an interpolation was proposed [115, 116],
using the merging function

m(ν) = [1 + exp(−(ν − νc)/mν)]−1 , (20)

with center νc = 0.699 and width mν = 0.0111, which
leads to

PQ = P4 + m(ν) [Pdense − P4] , (21)

i.e., the global equation of state [75, 115,116]. Note that
the choice of νc and mν allows the adjustment of the be-
havior of PQ in the transition regime. In the literature
one can find slight variations in the values, dependent
on the details of the fits and the criteria used to obtain
them. (For example, νc = 0.7010, 0.7006, or 0.7000 are
reported – while, above, we shifted the transition den-
sity to slightly smaller values, νc = 0.6990.) The global
equation of state, PQ, is valid for all densities, with an
error margin smaller than 0.1%, besides stronger devia-
tions, of order of 1%, in the transition regime. These are
because – like for the Maxwell-construction in thermo-
dynamics [134] – a positive slope of P (ν) was enforced,
see Figs. 4 and 5.

Somewhat simpler forms of the global equation of
state, already discussed in Refs. [115, 116], are still in
good agreement with the simulation data for most den-
sities. Here we explicitly report the recently introduced
(also simpler) form of Khain [52, 54]:

PK = P2 + m(ν) [Pfv + 1 − P2] , (22)

with νc = 0.70 and mν = 0.0111, where the addition of
unity comes from disregarding the subtraction of unity
in Eq. (18). For large densities this is indeed negligible,
but for densities around 0.75, it is a 10% overestimation
of Pfv and thus of the reference simulations [115, 116]
– the opposite of the about 10% underestimation when
using Ppm.

However, as a cautionary note: The simulation data
in Refs. [115, 116] were obtained by starting from a per-
fect 2D-crystal structure and very slowly reducing the
density. As a guess, when starting from low densities
and increasing the density to higher values νc < ν ≈ νm,
one expects an increased pressure and the divergence at a
lower νm, due to the frozen-in disorder (a few defect-lines
and isolated defects). Therefore, PK from Eq. (22) might
in practice even perform better than PQ from Eq. (21).
The very good agreement of shear simulations with the
corresponding continuum predictions using PK supports
this [52,54]. The truth probably lies between (or around)
the two forms PQ and PK in many dynamic situations.
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Fig. 5 (Color online) Dimensionless collisional pressure P in
different variants as described in the main text for moderate
densities. The solid red line is the “global equation of state”
for 2D that fits simulation data best for all densities. P2 and
P4 are plotted in green and blue, respectively.

All non-dimensional collisional pressures Pα can be
translated into the pair-correlation functions at contact

gα(ν) =
Pα

2ν
. (23)

Especially the forms [52]:

gK(ν) =
PK

2ν
= g2 + m(ν) [gfv + 1/(2ν) − g2] , (24)

and [115]:

gQ(ν) =
PQ

2ν
= g4 + m(ν) [gdense − g4] , (25)

are explicitly given here and – together with all others –
are summarized in table 1.

4.1.4 Consequences for other transport coefficients

Since gQ(ν) is obtained from the collisional pressure, it
also describes the collision rate at all densities, see Eq.
(7) and Fig.1 in Ref. [52]. Consequently, see [24, 52], we
propose to set all g(ν) = gQ(ν) in all transport coeffi-
cients in subsection 3.4.

Therefore, g(ν) = gQ(ν) will be used in Eqs. (10)
and (11), respectively, see [24, 52, 75, 115, 116, 140]. This
leads to different expressions not only for the pressure
but also for all other transport coefficients, as discussed
in the next subsection 4.2.

4.2 Improved transport coefficients

In this subsection, we discuss the consequences of using
different g 6= g2 in the transport coefficients.
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As empirical extrapolation, based on the global equa-
tion of state, PQ and the global pair-correlation at con-
tact, gQ, we propose to generalize also the other trans-
port coefficients by setting g = gQ. As shown below
this leads to plausible forms of the transport coefficients.
Note that the viscosity behaves qualitatively in a differ-
ent way, see Refs. [21, 24, 52, 54, 141], as discussed below
in subsection 4.2.4.

4.2.1 Energy dissipation rate

The energy dissipation rate 8 is proportional to the colli-
sion rate – as discussed in the previous subsection. Like
the collisional pressure, the dissipation rate I vanishes
proportional to ν2 for ν → 0.

When scaling either the collision rate or the energy
dissipation rate by the respective low density limit, one
gets gα(ν) = tE(ν → 0)/tα = Pα/P0 = Iα/I0 as dis-
played in Fig. 6 for different α. Therefore, it is straight-
forward to replace g by gQ or gK , which leads to the
new energy dissipation rates Iα = I0gα. For some more
detailed discussion see the next subsection 4.2.2.

4.2.2 Bulk viscosity

For the (isotropic) bulk viscosity χ, see Eq. (10), as plot-
ted in Fig. 6, inserting g2 or g4 does not make a visible
difference for low densities, but both forms must fail for
high densities due to the wrong maximal density. The
interpolation form gpm shows considerable disagreement
with the “classical” χ2 for intermediate and very low
densities, and thus is not recommended, even though it
shows the plausible divergence at high densities.

Only gQ or gK lead to a plausible χ (and I) for all
densities – including the wiggle around νc ≈ 0.7. Note
the slightly negative slope for gQ (which might cause
practical numerical problems) is avoided when using gK .

4.2.3 Heat conductivity

For the heat conductivity κ, see Eq. (10), as plotted in
Fig. 7, inserting g2 or g4 does not make a visible differ-
ence for low densities, but both forms must fail for high
densities due to the wrong maximal density. The inter-
polation form gpm shows considerable disagreement with
the “classical” κ2 for intermediate and very low densi-
ties, and thus is not recommended, even though it shows
the plausible divergence at high densities.

Using gQ leads to a plausible κQ for all densities –
including the wiggle around νc ≈ 0.7. Interestingly, re-
placing gQ by g2 in the second (third) term of κQ leads
to good (bad) behavior. This shows that the third term
of κQ is dominant in the high density regime.

8 I is not really a transport coefficient in the strict sense,
however, it is named as such, in combination with the other
transport coefficients, for the sake of brevity
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Fig. 6 2D pair correlation function at contact which is iden-
tical to the dimensionless energy dissipation rate Iα/I0, and
the dimensionless bulk viscosity χα/χ0, where α is the abbre-
viation given in the inset, and χ0 is the low density limit of
χ in Eq. (10). The solid red and green lines give the “global
equation of state” for both energy dissipation rate and bulk
viscosity, involving g = gQ or gK , while the other curves in-
volve g2, g4, and gpm (light-blue).

Using κQ instead of κ2 was already proposed in Ref.
[24] due to a slightly better agreement with (rather noisy)
numerical data. Different variations of κ were also used
and compared in Ref. [131].

As observed by Garcia-Rojo et al. [24], the simula-
tion data for κ are higher than expected from the κ2

prediction – already for rather low densities. Therefore,
an empirical correction was proposed [52, 54]:

κK = κ2→K

{

1 +
ν

10
− 10 ν10 + 0.11

ν/νm

νm − ν

}

, (26)

with κ2→K obtained by replacing all g2 by gK , instead
of the original κ2 [52]. We propose to replace the above
fit by another (likewise empirical) correction:

κL = κQ

{

1 + 0.15 ν1/2
}

, (27)

which contains the reduction of κ for ν > νc intrinsically
through κQ and therefore remains much shorter/simpler.
As a final remark, zooming into the transition zone shows
that none of the variants of κ has a negative slope.

In conclusion, the reason for the somewhat larger
heat-conductivity observed in simulations [24] remains
an open question. Future new simulations with larger
systems and in sheared or other inhomogeneous situa-
tions will allow us to better judge which form of κ is
most appropriate.

4.2.4 Viscosity

The shear viscosity, when inserting different gα, behaves
qualitatively similar to the heat-conductivity, see subsec-
tion 4.2.3 above. Also the third term dominates for high
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Fig. 7 (Top) Dimensionless 2D heat-conductivity κα/κ0,
where α is the abbreviation given in the inset, and κ0 is the
low density limit of κ in Eq. (10). The solid red line gives
the “global equation of state” for heat-conductivity, involv-
ing g = gQ, while the other curves involve g2, and g4. The
curves indexed Q2 and Q3 represent κQ with g2 in either
the second or third term. (Bottom) Heat conductivity scaled
by the “classical” Enskog prediction κ2 in the high density
regime. The curves with index K and L correspond to the
corrections in Eqs. (26) and (27). The symbols give the sim-
ulation results from Ref. [24], see also Fig. 8.

densities and, like κQ, also ηQ does not have a negative
slope.

However, when comparing ηQ to the simulation data
from Refs. [21,24] in Fig. 8, a strong discrepancy between
measured viscosity and Enskog prediction becomes evi-
dent 9 that was described/fitted by the correction factor:

ηR

ηE
= 1 +

cη

νη − ν
, (28)

with cη = 0.037 and a divergence at νη = 0.71.

9 The data in Ref. [24] were obtained in a homogeneous,
elastic configuration without shear, whereas the data in Ref.
[21] were obtained in a Poiseuille flow configuration at fixed
temperature.
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Fig. 8 (Top) Dimensionless 2D viscosity ηα/η0 and (Bot-
tom) scaled by the Enskog prediction ηα/η2, plotted as func-
tion of density. The solid line gives the “global” viscosity,
involving g = gQ, while the other curves involve gα as above
in Fig. 7. Symbols are the simulation data from Refs. [24] and
[21]. The empirical correction functions proposed in Refs. [24]
and [52], are denoted as R and K, respectively – the new for-
mula in Eq. (30) is denoted by L.

An alternative fit was proposed in Ref. [52]:

ηK

ηE
= 1 +

cη(ν/νη)3

νη − ν
− cη

νη
, (29)

involving a modified, density dependent pre-factor. In a
more recent paper [54] the last term is removed, which
improves the low density regime but has no big effect
for large densities. Here, we propose a new form that
combines simplicity and the correct limit for ν → 0:

ηL

ηQ
= 1 +

cη

νη − ν
− cη

νη
(30)

as displayed in Fig. 8. Note that using η2 or ηQ does not
matter much for the viscosity since their small difference
for ν < νη is much smaller than the correction due to
the term that diverges at νη.
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As remark, different fits (following different proce-
dures) can lead to slightly different pre-factors cη – how-
ever, the strong fluctuations of the simulation data do
not allow for more reliable values. Therefore, we con-
clude that the error margin of cη might be as large as
10%. New and better simulations in the future are needed
to improve the correction functions and pre-factors.

4.2.5 Energy input rate

Even though the energy input is typically related to the
boundary conditions, i.e., to the walls of the system, and
not so much to the granular medium itself, we introduce
here a temperature/velocity dependent driving mecha-
nism that allows us to specify the energy density input
rate J in various ways.

Experimentally, a vibrating wall with different mo-
tion modes, like sinusoidal or triangular, is readily real-
ized and the same is true for numerical simulations, see
[142–144]. However, the existence of a moving wall makes
the formulation of a boundary condition a tricky problem
and the overall behavior and dynamics phase dependent.
For sake of brevity, we do not discuss this problem here
in detail. We only present the non-democratic driving
mechanism proposed by Cafiero et al. [145, 146]:

Assume that the system is agitated with a rate fdr,
ideally with fdr ≫ t−1

E in order to decouple the driving
from the collision rate. On the other hand, a system vi-
brating with a given period can be mimicked by setting
the driving rate accordingly.

At a driving event at time t, the velocity of a par-

ticle i is changed by ∆vβ
i (t) = rβ

i |vi(t)|δv1−δ
r , where β

denotes the independent directions and rβ
i are uncor-

related Gaussian random numbers with zero mean and
unit-width. The velocity-change is furthermore propor-
tional to the non-linear power of the absolute velocity
|vi(t)|δ and to a reference velocity vr that sets the width
of the random distribution and scales the non-linear ve-
locity term.

The power δ selects the type of driving with: (i)
“democratic” random driving for δ = 0, (ii) “capital-
istic” driving for δ > 0, i.e., fast particles gain over-
proportionally more velocity, and (iii) “communistic”
driving for δ < 0, i.e., slower particles gain more veloc-
ity. Casting this into a formula, the energy driving term
becomes nonlinear in the granular temperature T :

J = nHdrT
δ
∗ = (D/2)nfdrTdrT

δ
∗ , (31)

with dimensionless T∗ = T/Tr. For the analytical treat-
ment and plenty of simulations we refer to the litera-
ture [145, 146], where also rotational driving is defined
[146,147] with the surprising finding that driving the ro-
tational degree of freedom leads to more homogeneous
systems even for very strong dissipation [147].

Note that driving can be applied to the whole sys-
tem, or locally e.g. at a wall, or with a varying field of
Hdr as function of the position. Different powers can be

chosen to mimic different driving mechanisms, since in
nature, not only the random driving occurs. Instead, as
an example, it was observed by Cafiero et al. [145], that
the power δ = 1 was leading to reasonable qualitative
agreement with experiments of a quasi-two dimensional
granular gas on a horizontal vibrating table [148] – while
δ = 0 did not. Other driving mechanisms might require
alternative formulations of J .

The driving method in Eq. (31) also leads to a non-
Gaussian velocity distribution, which could be predicted
analytically [105, 145, 146]. However, we are not aware
that Eq. (31) was ever used in the framework of hy-
drodynamic equations applied to inhomogeneous situa-
tions and used as a (temperature and density dependent)
boundary condition.

4.3 Concluding remarks

In this section, various improved forms of the “classi-
cal” 2D Enskog “transport coefficients” P , χ, I, κ, and
η have been summarized. The starting point was a cor-
rected “global” equation of state, PQ, with consequently
corrected pair-correlation at contact gQ. The classical g2

was then replaced by gQ at every occurrence in the other
transport coefficients. For κ and η, further corrections
had to be applied in order to bring them in agreement
with numerical data from hard sphere ED simulations.

The present results are valid for mono-disperse 2D
systems with (rather) weak dissipation and without shear
– at all densities. The former three constitutive relations,
P , χ, and I, when scaled by their low density limit,
just reflect the non-linear behavior of the pair-correlation
function that can also be extracted from simulation data
straightforwardly by measuring directly either the pres-
sure or the collision rate in a homogeneous (almost) elas-
tic system.

The heat-conductivity κ behaves qualitatively like
the pressure but simulations indicate values about 10%
larger – without explanation so far. The most interest-
ing transport coefficient is the shear-viscosity, which di-
verges at a much lower density, νη. Thus, this transport
coefficient behaves in a qualitatively different way than
the others and thus requires a serious correction. Cau-
tion is recommended, since the data in Ref. [24] (the
only ones known to us) were obtained from an elastic,
non-sheared, homogeneous system of mono-disperse hard
disks. We are not aware of a direct measurement of κ,
but we present a more direct measurement of η below.

5 Special cases

In this section, the complete set of mass-, momentum-,
and energy-balance is reduced in complexity by different
simplifying assumptions.
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5.1 Homogeneous granular gases

When neglecting the mean flux, ui = 0, gravity, γi =
0, and field gradients, ∂/∂xk = 0, the energy balance
equation for a homogeneous granular gas reduces to:

ρ

2

∂

∂t

(

v2
T

)

= −I + J . (32)

5.1.1 Homogeneous elastic hard sphere gas

The homogeneous, free, elastic classical gas, I = J = 0,
conserves energy. Note that the simulation results of the
previous section 4 were obtained in this case. Further
results involving bi- and polydisperse size distributions
and the corresponding collision rates between the differ-
ent particles were presented in Refs. [75, 116, 117] and
will be briefly discussed in subsection 6.7.

Instead of repeating previous results, we present here
snapshots of the elastic hard sphere gas at different den-
sities, in Fig. 9, but only show the accumulated centers
of the particles as path-lines. From such simulations, the
pair-correlation functions and structure-factors can be
obtained (data not shown), e.g., see Ref. [116].

For very low density, ν = 0.009, one can see the mean
free path, see Eq. (9), s(ν)/d = 34.3, of the particles as
line-segments. Already at ν = 0.23, these line-segments
become so short, s(ν)/d = 0.90, that they are not visible
anymore in this representation. For the higher densities
it matters which g(ν) is used – so we insert gQ and obtain
s(ν)/d = 0.096, 0.070, 0.066, and 0.059, for increasing ν.
Note that the wiggle in gQ translates to an increase of the
free path for densities ν > 0.67, relative to the Enskog
prediction with g2. The ordered crystal leaves some more
space for the particles to move.

The path-line picture for density ν = 0.63 appears
not much different from ν = 0.23. For density ν = 0.69,
first traces of the crystallization become visible, and like
for ν = 0.71 (not shown), fluid-solid co-existence is ev-
ident. For ν = 0.73 as well as for ν = 0.75, the perfect
crystal lattice appears. The thickness of the spots indi-
cates the size of the cage they are trapped in. Note that
these data were obtained from the idealized case, starting
from a perfect lattice.

5.1.2 Driven dissipative hard sphere gas

Driving a granular system homogeneously, using the driv-
ing method described in subsection 4.2.5, can lead to a
non-equilibrium steady-state (NESS) with mean energy
(granular temperature):

T NESS =

( √
2m0s0Hdr

(1 − r2)[νg(ν)]T δ
r

)

2

3−2δ

, (33)

since the dissipation and energy input cancel each other
[105,146,149], with fluctuations around this mean. Again
the combination [νg(ν)] appears, but this time in the de-
nominator with a δ-dependent power-law. As reported in

ν = 0.009 ν = 0.23

ν = 0.63 ν = 0.69

ν = 0.73 ν = 0.75

Fig. 9 Path-line snapshots of a periodic, elastic 2D hard
sphere system with N = 1628 particles at different densities
(area fractions ν). Path-lines (blue) are the accumulated po-
sitions of the centers of the particles. The red line indicates
the fluctuations of the center of mass position in horizontal
direction.

Refs. [105, 145, 146], and many other papers since then,
e.g., for strong dissipation, the driven granular system is
sensitive to instabilities and can develop density fluctu-
ations. This issue is not discussed further in this review.

5.1.3 Freely cooling hard sphere gas

The case I > J = 0 corresponds to the freely cooling
granular gas. In the homogeneous case, one has the en-
ergy density dissipation rate, I, as the only transport
coefficient left and can study the effects of crystalliza-
tion and elasticity at high densities. The homogeneous
cooling state (HCS) can be solved analytically, inserting
the transport coefficient I from Eq. (11) into Eq. (32):

ρ

2

∂

∂t

(

v2
T

)

= −ρ t−1
E

v2
T

4
(1 − r2) , (34)
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with the “Enskog collision rate”, see Eq. (7),

t−1
E (ν, vT ) =

8νg(ν)vT√
2πd

=:
vT

s(ν)
, (35)

leading to:

vT (t)

vT (0)
=

1

1 + 1
4 (1 − r2)tt−1

E (0)
, (36)

where the initial collision rate, t−1
E (0) and the initial ve-

locity occur as scaling constants. If one transforms time
to the accumulated number of collisions per particle,
C = tt−1

E , where the collision rate depends on time itself,
the solution reads:

vT (t)

vT (0)
= 1 − 1 − r2

4
C , (37)

that is linear in C. Note that the limit t → ∞ corre-
sponds to C → 4/(1 − r2) [63, 105].

In the above equations, the equation of state (or the
pair-correlation function) are hidden in tE or C. Since
the system is assumed to be homogeneous, these quanti-
ties are constants so that the evolution of vT with time
will not be affected when replacing g2 in Eq. (7) by, for
example, gQ.

For strong dissipation and/or high density, the homo-
geneous state is instable to perturbations above a certain
wave-length and, after an initial homogeneous cooling
state, cluster growth can be observed [25,38,64,91,150],
until eventually the cluster size reaches system size. The
onset of clustering can be well predicted by hydrody-
namic stability analysis. The cluster evolution with time
is still an open issue for present research.

Already at the beginning of cluster growth, the as-
sumptions of vanishing flux and gradients are evidently
wrong, so that the full set of balance equations has to
be considered. After some further evolution of the sys-
tem, one can observe the co-existence of “vacuum” and
“solid” regions, see Fig. 1.

5.2 Simple shear of dissipative hard spheres

In the absence of gravity, γi = 0, and with steady shear
flux in x-direction, as well as transformation invariance
in y-direction, uy = uz = 0, ∂/∂x = ∂/∂y = 0, ux =
ux(z), and ∂ux/∂z = γ̇(z), the system is described by:

0 = −∂σiz(z)

∂z
, (38)

for i = x, y, z, and

0 = −σxz(z)γ̇(z) − ∂qz(z)

∂z
− I(z) . (39)

The energy dissipation is compensated by energy input
due to shear heating, so that a steady state is possible
with J = 0.

In addition to the straightforward steady state solu-
tion with ∂/∂z = 0, and

σxzγ̇ = −ηγ̇2 = −I , (40)

there exist instabilities, like the clustering instability men-
tioned above in sec. 5.1, see also [51,68,100,103,151–154],
which can lead to shear-banding [52,54,131,155], or even
to horizontal heat flux [156], i.e., a higher order phe-
nomenon, possibly related to anisotropy. This anisotropy
10 is special about granular systems not only in vibrated
systems [157,158], but also under shear [77], where a fi-
nite first normal stress difference shows up even for low
densities [78], and interestingly changes sign when den-
sity is increased [73].

Inserting the dissipation rate and shear viscosity from
Eqs. (11) into Eq. (40) leads to a (2D) prediction for the
the shear stress

σxz = −ρp ν2g(ν)
(1 − r2)√

2γ̇s0

(

T

m0

)3/2

(41)

where some shear rate dependence is hidden in the tem-
perature

T

m0
=

γ̇2s2
0

1 − r2

(

1

G(ν)2
+

2

G(ν)
+

(

1 +
8

π

))

ηL

ηQ
, (42)

in a homogeneous sheared system, with the viscosity cor-
rection factor ηL/ηQ from Eq. (30).

The prediction in Eq. (42) is compared to numeri-
cal simulations, see Fig. 10, of a sheared system with
constant volume and N = 2401 particles, slowly grow-
ing in size in order to scan all densities. The shear rate
is γ̇ = vs/L = 10, with the shear velocity vs = 1 of
the upper and lower periodic image and the system size
L = 0.1. It is evident that neither g2 nor gQ alone are able
to predict the temperature in the sheared system cor-
rectly at higher densities ν > 0.5. The system is heated
much more than expected from kinetic theory.

The corrected viscosities ηR, ηK and ηL do predict
the onset of divergence much better, even though not
quantitatively perfect (the fit K performs best here, but
not at low densities due to its third term). All predictions
fail at densities ν > νη due to the onset of a shear band
(inhomogeneity).

While the shear-band instability and the divergence
occur at around ν = 0.700 ± 0.005 for weak dissipation,
for stronger dissipation (data not shown) r = 0.95, and
0.90, the shear-band instability occurs at higher densi-
ties ν = 0.73 ± 0.01, and 0.78 ± 0.01, respectively. The
occurrence of the shear-band instability can be related
to the increased shear stress. Considering the viscosity-
divergence, the shear band instability occurs at lower
densities due to the increased shear stress and tempera-
ture, as was shown in the framework of a linear stability
analysis (compare models A without, and C with the

10 Anisotropy here either means (i) more collisions in one
direction than the other, in dynamic systems, or (ii) more
contacts in one direction than the other, for static systems.



15

 10

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9

T
*

ν

sim
T2
TQ
TK
TR
TL

 10

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9

T
*

ν

sim1
sim2
sim3

T2
TQ
TK
TR
TL

 10

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9

T
*

ν

sim
T2
TQ
TK
TR
TL

Fig. 10 Scaled temperature T ∗ = T (1− r2)/(m0γ̇
2s2

0), plot-
ted as function of density from a 2D sheared system (using
Lees-Edwards boundary conditions) with r = 0.998 (Top),
r = 0.995 (Mid), and r = 0.99 (Bottom). Symbols (points)
are simulation data and the various viscosities are denoted as
2 (Enskog), R [24], K [52], and L, Eq. (30), respectively. In
the mid-plot, the different colors/symbols represent different
initial conditions.

divergence, in Ref. [131]). Note that the system can ex-
plore states beyond the divergence of η and T ∗, at higher
densities ν > νη, by bifurcating into a solid part and a
shear band with zero and finite shear-rate, respectively,
as was examined in Refs. [52, 54, 155]. A more detailed
study of this system is in progress.

5.3 Granular gas in gravity – elastic limit

A steady state with ui = 0, translation invariance in x-
and y-directions, and gravitational acceleration gz = −g,
is described by:

∂σiz

∂z
= 0 , for i = x, y , (43)

∂σzz(z)

∂z
= −ρg , (44)

and

∂qz(z)

∂z
= −I(z) + J(z) . (45)

These equations are valid for 2D and 3D, where, in the
former case, the y-direction is dropped.

In a vibrated system, if the energy input is located at
the bottom, z0, of the system, the source term J forms
a boundary condition rather than a bulk transport coef-
ficient. Alternatively, one can apply homogeneous driv-
ing [124] or other variations of energy input. However, in
the following, we mostly focus on the 2D elastic case.

5.3.1 Elastic limit in 2D

In the elastic limit without energy input, T is constant
even when the wall is fixed, and only the ordinary dif-
ferential equation (44) remains, which allows us to study
the pressure, p, in detail for all densities [45, 115,116].

Assuming an isotropic elastic hard sphere gas in grav-
ity, one has p = σzz and thus:

dp(z)

dz
= −nm0g . (46)

After multiplication with the particle volume, V (p), one
can replace n by ν leading to: pV (p) = νT (1 + 2νgα(ν)),
so that:

d(pV (p)/T )

dν
=

(

1 + 4νgα(ν) + 2ν2 dgα(ν)

dν

)

(47)

is an analytically known function of ν only. The resulting
non-dimensional differential equation

dν

dz′
= −ν

[

d(pV (p)/T )

dν

]−1

, (48)

can be solved (numerically), for the different gα, with
scaled height z′ = z/zT and zT = m0g/T .
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The solution, i.e., the density ν is plotted against the
scaled height z/zT for different numbers of particles N ,
see Fig. 11.

From

N =
A

V (p)

∫ ∞

0

ν(z)dz , (49)

from which we obtain the filling height at maximal den-
sity: zN = NV (p)/(Aνm), and the filling factor:

νm
zN

zT
=

NV (p)

zT A
=

∫ ∞

0

ν(z′)dz′ , (50)

as used as a parameter in Fig. 11. The profiles for differ-
ent equations of state α are plotted as indicated in the
inset.
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Fig. 11 (Color online) 2D density as function of dimension-
less height z/zT for different gα(ν) with α given in the inset.
The filling factors are νmzN/zT = 20 (Top) and 40 (Bottom).
The blue line in the bottom plot does not fulfill the integral
boundary condition, since g4 fails at high densities.

Looking from the distance most curves seem to agree,
at least qualitatively. However, looking more closely, we
observe that the form g2m fails mostly – it even leads to
a different exponential tail (details not shown). The form
g1 fails already for small filling heights and is therefore
not shown. The function g4 deteriorates for ν > 0.78 and

thus should not be used. The other forms are similar and
agree within about 5-15%. Using either gK or gQ leads
to similar density profiles, only for gQ the density drop
at ν ≈ 0.70 is much more pronounced.

5.3.2 Towards weak dissipation

A few simulations with weak dissipation and weak en-
ergy input show qualitatively the same density profile as
in the elastic limit (data not shown). However, a more
systematic study of the inelastic granular gas, beyond
the first results by Carrillo et al. [56] – with the goal to
evaluate the different constitutive relations – is still to
be performed.

5.3.3 Conclusion

In conclusion, if one wants to decide what is the form of
gα that leads to best agreement with a simulation or an
experiment, one should examine the data very closely. An
error-level much below 10% is needed. The pair correla-
tion function gQ was shown to agree best with numerical
simulations and experiments in [115, 116], however, gK

with a smoother transition zone at ν ≈ 0.7 also performs
reasonably well. To our knowledge, there exist only few
experimental data [110,111], which could allow us to dis-
tinguish which of the two alternatives performs better.
The question about the systematic deviations between
real experiments and the idealized hard sphere system
remains open.

5.4 Other special cases

In this section, some special cases – particularly simple
ones – were discussed. These situations should be exam-
ined more closely by new, careful experiments in order
to judge the validity and relevance of the corrected pair
correlation function. Also the corrections to the constitu-
tive relations for the other transport coefficients require
a closer look at density- and temperature-profiles.

Other special cases like, e.g., flow on an inclined plane
were examined in detail already numerically and theoret-
ically [17,29,33,50,58,103,159,160]. The corrections pro-
posed in this study – applied to the inclined plane bound-
ary condition – are expected to show the co-existence of
static (dense, no-shear) and dynamic (shear) layers due
to the viscosity term that diverges at a density lower
than the maximum density. However, this will be stud-
ied elsewhere.

6 Towards more realistic models

This section is dedicated to the discussion of realistic
granular material properties. Which quantities and prop-
erties are important in realistic situations and how can



17

the equations of state (transport coefficients) be modi-
fied in order to account for them?

In the following subsection 6.1, first a general review
will be given, before the issues of elasticity and multi-
particle contacts are addressed in subsection 6.2. The
effects of stronger dissipation and friction are discussed
in subsection 6.3 and 6.4, respectively, before long range
forces and wet granular media are briefly addressed in
subsections 6.5 and 6.6. Finally, particle size distribu-
tions other than mono-disperse (e.g., bi- and polydis-
perse) are discussed in subsection 6.7 and the effect of
different shapes is briefly pointed out in subsection 6.8.
The extension of the present 2D results towards 3D sys-
tems is discussed in section 6.9.

6.1 Overview of recent research

In the review paper by Hutter [161], various models are
introduced to describe, e.g., relatively shallow flows on
inclined surfaces. Other situations involve more dynam-
ics [32], quasi-static flow [34,162] or wet contacts [26,31].
Also structure formation [25, 30] and non-standard rhe-
ology in dense flows [33,50,53] as well as various types of
instabilities in complex fluids [154,163] were reviewed. In
general, granular systems show the co-existence of dense,
static and more dilute, dynamic regions [27–29,58]. The
greatest challenge is to describe this co-existence in the
framework of a hydrodynamic theory, see the previous
sections 4 and 5.

The dilute and moderately dense limit is described
well by kinetic theory, and the previous sections show
that also the dense, almost elastic limit can be described
when using the global equations of state, i.e., corrected
constitutive relations that are valid for all densities. How-
ever, in many systems additional effects can come into
play and, e.g., higher dissipation or friction has to be
taken into account. For results on advanced kinetic the-
ory in the presence of (possibly strong) dissipation, see
Refs. [35, 66, 68, 164], and for measuring transport coef-
ficients using the Green-Kubo relations, see e.g. Refs.
[35, 165] and references therein. Observations in ideal
systems already involve non-Maxwellian velocity distri-
butions [146], correlated velocities [166] and hydrody-
namic instabilities that can lead to structure formation
[25, 30, 38, 46] and non-standard rheology in dense flows
[29, 50, 53, 58]. Various types of instabilities in complex
fluids are reviewed, e.g., in Refs. [35, 36, 154, 163] and
references therein.

In the next subsection, elasticity of particles is dis-
cussed as the first example of non-classical phenomenol-
ogy.

6.2 Elasticity and multi-particle collisions

Idealized granular systems are described qualitatively in
the original paper by Haff [2] – a work that was followed

by many, more quantitative studies using the mighty
framework of kinetic theory [66, 96, 97, 101,102,107,165,
167–171]. A generalization of Haff’s work towards soft
particles (the only known to us) was attempted by Hwang
and Hutter [172], who included the finite contact dura-
tion into the model. While rigid spheres imply instanta-
neous collisions, and kinetic theory assumes binary colli-
sions only, in realistic systems with soft particles, multi-
particle contacts are possible.

A theory that describes the behavior of rigid particles
is the kinetic theory [66, 173, 174], where collisions take
place in zero time (they are instantaneous), exactly like
in the hard-sphere model. Multi-body interaction can be
accounted for via an extension to higher order correla-
tions [63, 105, 174]. However, this does not account for
elasticity. During a contact, potential energy is stored (re-
versibly and thus elastically). This elasticity effect is also
related to the so-called “detachment-effect” [175, 176]:
Collisions that take a finite time, during which a part
of the energy, i.e., the elastic, potential energy fraction,
is not dissipated. Thus, frictionless particles with multi-
ple contacts behave more elastic than a binary collision
model would predict. Multi-particle contacts dissipate
less energy, as can be shown by comparing soft-particle
with rigid particle simulations [46].

Multi-particle interactions [46,75], and a thus reduced
dissipation at higher densities [42,75], were proposed as a
phenomenological model in order to take into account the
non-zero contact duration tc. Due to the commonly used
symbol, tc, the model is referred to as the TC-model,
as specified below. Also the radial distribution function
at high density has been recently revisited and enduring
contacts and their “age” have been studied [177] (for dif-
ferent contact models) as well as the related stress relax-
ation under shear. Multi-particle contacts and elasticity
were reported to affect the rheology of flow on inclined
planes, see e.g. Refs. [33, 178,179].

6.2.1 Elasticity and contact duration

The elasticity and the related finite contact duration can
be used to modify all transport coefficients. Hwang and
Hutter [172] extended the work of Haff [2] to describe
higher densities and, in addition, introduced the notion
of a “contact duration” into the theory. They define the
time of encounter te = tf + tc with the time of free
flight tf and the contact duration tc. The limit of tc → 0
leads to the definitions of Haff, where tf ≈ tE ∝ s/vT is
proportional to the ratio of the typical separation s and
the typical fluctuating velocity vT , see Eq. (7).

For tc = 0, the collision rate is t−1
E , diverging for

s → 0. For tc > 0 the number of collisions per particle
per unit time is estimated by fc ≈ t−1

e . A finite maximal
collision frequency is obtained for vanishing s, so that
t−1
e → t−1

c for increasing density s → 0. Therefore, the
generalized collision frequency te is bounded by a finite
maximum so that an artificial effect like the “inelastic
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collapse” [38,40], i.e. the divergence of fc, cannot occur.
Unfortunately, the ideas proposed in Ref. [172] are qual-
itative so far; it is not clear (and has not yet been shown
to our knowledge) how to extend kinetic theory towards
non-zero tc values in this framework. All transport co-
efficients will be affected by a finite tc > 0, however, in
the following only the modification of the energy density
dissipation rate will be discussed, since we believe it is
the most important modification needed.

6.2.2 TC-model

For hard spheres, the typical time between encounters,
te = tf = s/vT cannot be modified [180, 181], since
tc = 0. However, in the framework of the TC model,
one can distinguish between dissipative and elastic colli-

sions. Given the time t
(i)
n that passes by between collision

n− 1 and n of particle i, the coefficient of restitution for
collision n can be expressed as

r(i)
n =

{

r for t
(i)
n > tc

1 for t
(i)
n ≤ tc ,

(51)

with 0 < r ≤ 1. Thus the type of a collision changes from
inelastic to elastic when collisions occur too frequently.
More specific, a collision is elastic if at least one partner

fulfills the above condition t
(i)
n ≤ tc. If tc and r depend

also on the relative velocity [175, 176, 182], the material
behavior could be adjusted using this dependence, how-
ever, we do not attempt this here.

Even though using the memory of a previous colli-
sion does not correspond to true multi-particle collisions,
the elastic collisions are denoted as multi-particle colli-
sions [42, 75]. The particles involved contribute to the
(elastic) potential energy of the system. The total en-
ergy is thus not changed, only part of it is denoted as
“potential energy” – i.e. the kinetic energy related to
rapid collisions. The potential energy is not dissipated
while the remaining kinetic energy is.

6.2.3 The TC model correction to the dissipation rate

The TC-model was applied to freely cooling systems in
2D [42] and 3D [75]. In the homogeneous cooling state
(HCS), the conservation equations reduce to an ordinary
differential equation, as shown in subsection 5.1.3.

In the framework of the TC model, the energy dissi-
pation rate must be extended by an exponential correc-
tion factor:

Ic := I(tc) = Iα exp (Ψ(τc)) , (52)

with Iα from Eq. (10), where g = gα. The collision rate
in Iα is denoted as t−1

α and allows us to define the di-
mensionless (Luding) number [42]:

τc =
tc
tα

, (53)

which is τc = 0 for the classical hard sphere gas with
tc = 0 and τc > 0 for finite contact duration in real-
istic systems. 11 The contact duration tc has no effect
when the time between collisions is very large tα ≫ tc,
but strongly reduces dissipation when the collisions oc-

cur with high frequency t−1
α

>∼ t−1
c .

In 2D, the variable of the exponential correction term
is Ψ2D

LM = −2τc, as proposed by Luding and McNamara
[42], based on probabilistic mean-field arguments. Their
numerical simulations indicate that a correction factor of
the order of 0.95 might be appropriate (in 2D), but we
are not aware of a more detailed numerical or theoretical
study that supports this empirical observation.

In 3D, the correction term argument reads

Ψ3D
LG = c1 x + c2 x2 + c3 x3 + O(x4) (54)

with the dimensionless argument x =
√

πτc, as obtained
from kinetic theory [75], and the constants c1 = −1.268,
c2 = 0.01682, and c3 = −0.0005783. Note that the first
term yields Ψ3D

LG ≈ −1.9972 τc, which is almost identical
to the 2D correction term.

6.2.4 Free cooling 3D gas with elasticity τc > 0

The differential equation (34) describes the HCS of a
freely cooling granular gas at moderate densities, and
can be corrected by the exponential term in Eq. (52)

ρ

2

∂

∂t

(

v2
T

)

= −Ic = −I exp(Ψ) ≈ −I exp(−2τc) , (55)

where the rightmost term is valid for 2D and 3D ap-
proximately (within a few per-cent for τc < 1). Eq. (55)
is solved numerically and compared to simulation re-
sults – both data sets are scaled by the classical solution
E2(τ)/E(0) = 1/(1 + τ)2, for τc = 0 in Fig. 12 (Top).
The agreement between 3D simulations and 3D theory is
almost perfect in the examined range of tc-values, only
when deviations from homogeneity are evidenced one ob-
serves disagreement between simulation and theory.

Thus, in the homogeneous cooling state, given that τc

is sufficiently large, there is a strong effect initially. How-
ever, the long-time behavior tends towards the classical
decay v2

T ∝ t−2, since the correction term tends towards

unity for t−1
E decaying with time.

The ultimate check whether the ED results for soft,
elastic systems (which have finite tc and a potential en-
ergy during contact) modeled by the TC model are rea-
sonable, is to compare them to soft-particle MD simula-
tions, also referred to as DEM (Discrete Element Method),
see Fig. 12 (Bottom) Ref. [46] for details, and [29] for
another example. Open and solid symbols correspond to
soft and hard sphere simulations, respectively. The qual-
itative behavior (the deviation from the classical HCS

11 Note that in Ref. [42] the inverse definition was used.
However, here we adopt the definition of the later publica-
tion Ref. [75], since with this definition τc → 0 is a small
dimensionless quantity for tc → 0, i.e., in the classical hard
sphere limit.
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Fig. 12 (Top) Deviation due to finite contact duration, tc,
from the HCS in 3D, i.e. rescaled energy E/E2 [75] plotted
against scaled time τ = 1

6
(1−r2)t/tE(0), for simulations with

different initial τc(0) = tc/tE(0), as given in the inset, with
r = 0.99, ν = 0.1134, and N = 8000. Symbols are ED simu-
lation results and the solid line results from the third order
correction Eq. (54). (Bottom) E/E2 plotted against time τ for
simulations with r = 0.99, ν = 0.0736, and N = 2197. Solid
symbols are ED simulations, open symbols are MD (soft par-
ticle simulations) with three different τc as given in the inset.
The solid line represent the corresponding analytical solutions
– matching the ED data – while the dashed line involves the
correction factor βc = 0.65 – matching the MD data.

solution) is identical: The energy decay is delayed due
to multi-particle collisions, but later, after the systems
is considerably cooled down, the classical solution is re-
covered.

A more quantitative comparison shows that the de-
viation of energy from the classical solution is larger for
ED than for MD, given that the same tc is used. (Rather
small τc are used here, since larger τc corresponds to
much softer particles for which considerable overlaps are
found.)

The reduced dissipation was first observed in MD
simulations [175, 176]. It can be understood from the
above arguments – for ED, the strict rule used for re-
ducing dissipation is under-predicting the energy loss:
Dissipation is inactive if any particle had a contact some
short time ago. In MD – and in reality – the reduction
of dissipation is continuously increasing during the col-
lision until maximal deformation, and then continuously
decreasing again. The disagreement between ED and MD
is systematically increasing with increasing contact du-
ration tc (data not shown) and can be corrected if a
smaller tc value is used for ED, so that tED

c ≈ βc tMD
c ,

with βc < 1 (e.g., for the simulation with τc = 0.07, a
value of βc = 0.6 provides an analytical solution close
to the MD results (dashed line). However, no further
quantitative study is known to us that would provide a
theoretical foundation to this observation.

The disagreement is plausible, since the TC model
disregards all dissipation for multi-particle contacts, while
the soft particles still dissipate energy - even though
much less - in the case of multi-particle contacts [175].

6.2.5 Shear flow

The TC model was rarely applied to shear flow situ-
ations. For more details on dense shear flow theory, see
Ref. [183] and references therein. The most recent results,
to our knowledge, involve shear bands with dilute zones
with high shear-rate and static, solid-like plugs without
internal shear [52, 54, 100, 103], but no effect of elastic-
ity. Different equations of state at different densities and
dissipation strengths were examined [131], but no sys-
tematic study of the elasticity was performed yet, to our
knowledge.

6.3 Stronger dissipation

Throughout this review, the almost elastic limit, r → 1,
was considered for sake of brevity. Even though many
simulations were performed for perfectly elastic parti-
cles, a few tests with weak dissipation indicate that the
statements made in this paper also hold for weak dissi-
pation. For a more quantitative study of different values
of r, see e.g. subsection 5.2, where especially the diver-
gence of η at small densities is verified for dissipation
with r ≥ 0.99.

The kinetic theory for disks with considerable dissi-
pation [36, 77, 97, 102, 184, 185] leads to transport coef-
ficients with r-dependent factors, see e.g. Ref. [36, 100,
102, 103] and references therein for more details. Here,
only the results of Ref. [102] are revisited, which do con-
tain r-dependent terms, but neglect higher order gradi-
ents/moments and corrections to the distribution func-
tions [36,101]. Anisotropy and other effects [77,96] should
not be expected in this level of approximation. For r < 1,
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but not too small, according to [100, 102, 103, 186], the
transport coefficients from Eq. (10) are:

p =
ρpν v2

T

2
(1 + 2G) , (56)

η =
ρpν vT s0

2G

{

2(1 + r)

7 − 3r
+

(3r + 1)(1 + r)

(7 − 3r)
G

+

(

(1 + r)(3r − 1)

(7 − 3r)
+

8

π

)

G2

}

,

χ = ρpνvT s0
8

π
G ,

κ =
2ρpν vT s0

m0G

{

4

19 − 15r
+ 3

2r2 + r + 1

19 − 15r
G

+

(

9(1 + r)2(2r − 1)

4(19 − 15r)
+

4

π

)

G2

}

,

I =
ρpνGv3

T

2s0
(1 − r)

[

1 − 3s0

vT

∂uk

∂xk

]

,

λ = −m0s0v
3
T

3r(1 − r)

19 − 15r

(

1 +
3

2
G

) (

1 +
ν

G

dG

dν

)

,

rewritten such that the object

G := G(r, ν) =
1

2
(1 + r)νg(ν)

occurs, instead of the G(ν) = G(r = 1, ν) = νg(ν). With
this it is possible to use the Gα (with the corresponding
gα) together with considerable dissipation. Note that the
(second and higher) Sonine coefficients (a2, ...) are ne-
glected above for the sake of brevity. The expressions
for these terms, in the low density limit, can be found in
Refs. [36,99,185], while expressions for 3D and moderate
densities can be found, e.g., in Refs. [101, 170]. For even
more elaborate transport coefficients for small r ≪ 1,
mostly in the low density limit, in 2D and 3D, see, e.g.,
Ref. [36,66,96,101,170,187] and references therein. Dis-
cussing strong dissipation in the extreme case of com-
pletely inelastic collisions r = 0, see for example Refs.
[188, 189], is far from the scope of this paper.

6.4 Friction

Friction leads to a coupling of rotational and transla-
tional degrees of freedom [190–194] and (due to dissipa-
tion) to non-equipartition of energies [142, 143, 157, 158,
195], and correlations between the different degrees of
freedom [166]. The presence of friction and the rotational
degrees of freedom has been related to a random resti-
tution coefficient [196, 197], however, we disregard here
this stochastic approach to a deterministic problem.

Only for nearly smooth or perfectly rough particles,
the system evolution and transport coefficients can be
computed analytically [198–200]. In the intermediate range

of realistic friction coefficients, 0.1 ≤ µ ≤ 1.0 rather in-
volved implicit integral equations have to be solved nu-
merically [193]. The latter allow for asymptotic analysis
that manifest the reference situations at which simplified
models can be tested.

For perfectly rough particles, a constant tangential
coefficient of restitution, rt, is used. For slightly fric-
tional, almost smooth particles, the translational and
rotational degrees of freedom can decouple and thus be-
have singularly, i.e. one of the energies decays rapidly,
whereas the other remains almost constant.

For intermediate values of friction, the use of a renor-
malized, effective coefficient of restitution was proposed
[201] as:

reff = r − µ + 2µ2(1 + r) , (57)

however, to our knowledge, without quantitative valida-
tion so far. As an application, the hydrodynamic equa-
tions with the transport coefficients for smooth parti-
cles can be used together with this effective coefficient
of restitution for the description of non-uniform shear
flows [100]. The more advanced theory involves also the
rotational energy [102] and was applied to shear flow on
a bumpy boundary [103] not using the effective resti-
tution, but the constant tangential restitution collision
model. Note however that an effective normal restitution
ignores the fact of energy non-equipartition. This is fatal,
since already in homogeneous (cooling and driven) sys-
tems [193], the energy dissipation and transfer terms for
translational and rotational degrees of freedom depend
on the ratio of rotational and translational temperature.

In order to predict the evolution of the temperatures
R and T for homogeneously cooling systems without
shear, the most realistic Coulomb friction model [202]
was used, involving sliding and sticking contacts [193].
The involved kinetic theory, which leads to almost per-
fect agreement with simulations [193], was solved assum-
ing Maxwell distributions for both translational and ro-
tational velocities. The comparison with theory shows
that a full representation of friction has quantitative pre-
dictive value [193, 203] for intermediate coefficients of
friction. Several simplified models for friction show qual-
itative agreement, however, quantitatively there is no ef-
fective tangential restitution reported to our knowledge
(and thus no effective normal restitution) that could be
used for realistic systems. The full set of kinetic theory
integrals has to be solved in order to properly account
for Coulomb-type friction.

Note that the presence of friction and other forces,
as introduced in the following, can lead to a change of
important properties. For example, with increasing fric-
tion, one expects that the maximal packing density νm

decreases. However, the issue of the material dependent
packing density and related effects like jamming is far
beyond the scope of this review.
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6.5 Long-range forces

When repulsive or attracting long-range forces act in ad-
dition to the hard-core repulsion and dissipation in a
granular gas, the behavior becomes much more compli-
cated.

Repulsive systems, in general, reduce the collision
rate and thus the energy dissipation rate (but not nec-
essarily the pressure – since momentum exchange also
takes place without/before contact). Attractive systems,
on the other hand, enhance collisions, since particles have
more difficulty to separate.

In the limit of zero density and rather weak long-
range forces, a Boltzmann-like correction factor to the
energy dissipation rate was determined using kinetic the-
ory arguments for the energy dissipation rate. For repul-
sive systems [204–207]:

Irep = Iα exp

(

−Eb

T

)

(58)

and for attracting systems [206,207]:

Iatr = Iα

[

2 − exp

(

−Ee

T

)]

, (59)

with Iα from Eq. (10).
In Eq. (58), the energy Eb corresponds to the energy

barrier, two particles have to overcome before they can
collide, when approaching from infinity. In Eq. (59), the
energy Ee corresponds to the escape energy two parti-
cles have to overcome after a collision, so that they can
separate.

Already for small densities, multi-particle effects and
correlations disturb the simple and straightforward cor-
rections above. An effective energy Eeff

b,e = α(ν)Eb,e was

proposed by Müller [206], where the empirical correction
term α(ν) (obtained from numerical particle simulations)
decays exponentially fast with density and is rather small
already for densities ν > 0.4. This means that, interest-
ingly, the long-range effect, as described by the corrected
I above, becomes weaker for higher densities.

In the moment we are neither aware of an analytical
prediction for this multi-particle behavior nor of simu-
lation results at higher density granular systems in the
presence of strong long-range forces.

6.6 Wet Granular Media

In Ref. [31], an expression for the near-contact pair cor-
relation function of D-dimensional weakly polydisperse
hard spheres is presented, which arises from elementary
free-volume arguments. When the particles are wetted,
they interact by the formation and rupture of liquid cap-
illary bridges.

During the (hysteretic) interaction, a typical energy
Ecb, is lost and the system behaves “sticky” when Ecb ≫

T . This finally yields an analytic expression for the equa-
tion of state, P , of wet granular matter for D = 2, valid
in the complete density range from gas to jamming. For
Ecb ≪ T the system behaves almost as described in this
review, while for “sticky” systems, new features and in-
stable regimes occur in the equation of state.

Since all this is described in detail in the studies by
Mitarai and Nori [26] and by Fingerle and Herming-
haus [31, 208], we do not provide detail here. We only
remark that, again, the correction to the “classical” sys-
tem involves the ratio of two energies Ecb/T , like for
long-range forces, see subsection 6.5.

6.7 Particle size-distributions

Realistic materials consist of particles of different size.
Bi-disperse (binary) size distributions are often used in
experiments to avoid crystallization. The transport co-
efficients for binary mixtures are known, see e.g. [75, 95,
115, 116, 130, 209–213] and references therein, and have
recently been improved using a self-consistent formula-
tion involving also gQ instead of g2, see Ref. [117]. This
way, the validity of the pair correlation functions can be
extended to higher densities They can be used to predict
mixing and segregation of two species [124,214–218].

However, realistic granular materials come with a
polydisperse size-distribution with particular shape like,
e.g., log-normal distributions. While wide size distribu-
tions are not discussed in this study, rather narrow and
homogeneous polydisperse size-distributions were stud-
ied, e.g., in references [75, 115,118,119,213,219–223].

In our opinion, the most note-able attempt to unify
the description of bi- and poly-disperse size distribu-
tions was proposed in 2001 [115] and further studied
later [75,117]. The classical pair-correlation functions for
two species [95] are expressed as functions of the size-
ratio and the number-fraction. Rewriting the same for-
mulas in terms of the moments of the size-distribution
as

gA(ν) =
1 + A− ν(1 −A/8)

2(1 − ν)2
, (60)

with the non-dimensional width of the size-distribution
A = 〈a〉2/〈a2〉, eliminates one parameter and allows us
to predict the non-dimensional collisional pressure,

P (ν) = (1 + r)νgA(ν)
[

1 − agν
4
]

, (61)

with ag ≈ 0.1, valid for ν < 0.65, see Ref. [115]. Remark-
ably, the same expression holds also for poly-disperse
particle size distributions, as tested in Ref. [75] (as long
as the distributions are not too wide).

For higher densities, like in the mono-disperse case,
excluded volume effects lead to an increased pressure
with a divergence at νm < 1. For bi- and poly-disperse
systems, νm is a function of the composition of the mix-
ture [75,112,115], but we are not aware of a prediction of
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its functional behavior, even though extensive numerical
simulations are available in the literature.

The pair-correlation function and the equation of state
can be constructed in the same spirit as for the mono-
disperse case. The theoretical prediction for low and mod-
erate densities is merged with an empirical high-density
expression [112,115]. The “classical” equation of Torquato
[110–112] does not contain a size-distribution param-
eter, while the expression of Luding [115] in Eq. (60)
does. Both expressions have in common with the mono-
disperse case that they diverge at νm, which is an un-
known function of the size distribution, in general. How-
ever, for disordered systems, the fluid- and the solid-
branch seem to merge rather smoothly – without an in-
dication of the crystallization as evidenced in the mono-
disperse case.

6.8 Various particle shapes

Concerning non-spherical particles, the amount of liter-
ature is rapidly growing. Concerning rigid non-spherical
particles, we provide the studies of Donev et al. [224–227]
as a mere starting point for further literature search.

Concerning soft non-spherical particles, we refer to
the well-cited classical works by Schinner et al. [228] and
Kun et al. [229] for 2D polygons. More recent studies
[230, 231] for 3D non-spherical objects at high densities
involve effects like packing and crystallization (e.g. of
spherocylinders), or jamming for ellipses [232, 233], just
as some examples.

Further discussion of non-spherical objects goes be-
yond the scope of this review.

6.9 Towards 3D

A one-dimensional system is artificial in the sense that
particles cannot pass-by each other. But most observa-
tions and statements in this paper are expected to be
valid in both 2D and 3D systems. The data presented in
this study were mainly 2D, with a few 3D situations and
examples.

While the phenomenology, i.e., the co-existence of di-
lute and dense regimes as well as the existence of dissi-
pation and friction, is independent of the dimension, the
balance equations of mass, momentum and energy are
slightly different in the pre-factors of the constitutive re-
lations, but not in the shape of the equations: The 3D
transport coefficients have different pre-factors, as com-
pared to those reported for the 2D situation in this re-
view.

For sheared systems in 3D, just to give some exam-
ples, the density correlations were recently examined in
detail [155], also with soft spheres [132]. One difference
to the data presented in this study manifests in 3D: The
viscosity divergence density, νη, seems to be related to

the crystallization density, νc, and moves towards higher
densities with increasing dissipation or when different
sized particles avoid crystallization. In 3D crystallization
is much less favorable than in 2D and thus the viscosity
divergence has to be examined more closely in 3D:

Is the divergence at νη < νm an artefact of the mono-
disperse system and 2D, or can it also be found in more
realistic, disordered systems in 3D?

Another qualitative difference between 2D and 3D is
the fact that crystallization under slow volume-change
in 2D does not show much hysteresis, whereas the hys-
teresis in 3D is much stronger, as studied in detail, e.g.,
by Donev et al. [27].

Here we present data from 3D hard sphere simula-
tions, where the particle radii are growing with spec-
ified rates, see Fig. 13 (Top), and shrinking with the
corresponding rates, see Fig. 13 (Bottom). Changing the
growth-rate over several orders of magnitude (see inset),
we observe a rate-dependent over- or under-pressure for
growing and shrinking particles, respectively. Growing
leads to additional collisions, while shrinking leads to re-
duced collisions.

The ordering/crystallization in 3D occurs at a higher
density than the melting transition. These transition den-
sities also depend on the rate of change of density. For
very slow changes (10−7) the situation is almost quasi-
static and rate-independent, but still shows a consider-
able hysteresis cycle. Then the transition is rather sharp
for increasing density and quite smooth for decreasing
density. For the fastest changes, the crystallization/melting
transition mutually disappears and only the over- and
under-pressure can be observed.

A global equation of state was not yet proposed in 3D
systems due to the hysteresis during crystallization and
melting. We are not aware of a theoretical model that
describes this regime. For low and high densities, the ki-
netic theory and free-volume models, respectively, work
in 3D as well as in 2D. This renders the (hysteretic) crys-
tallization/melting regime as a challenge, if one wants to
proceed with 3D models in the same spirit as proposed
in this paper for 2D.

Finally, we remark that there also exist “2.5-dimen-
sional” systems [55, 57] where the (experimental labora-
tory) system is short in one direction and long in the
two others. Due to the presence of walls, the equations
of state (and other details) will be different from both
2D and 3D situations (data not shown).

7 Summary

As an example for a simple, representative granular sys-
tem, the exemplary case of the transition from homoge-
neous to inhomogeneous cooling and cluster growth was
introduced in section 2. This example illustrates the fact
that, in granular media, the dilute gas-like regime typi-
cally co-exists with much denser fluid-like or even solid
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Fig. 13 (Top) Non-dimensional 2D pressure P = pV/E − 1
as function of density for different growth rates as indicated
in the inset. (Bottom) the corresponding data for different
shrinking rates. Simulations are 3D event driven with N =
2000 particles and elastic collisions, r = 1.

areas, where the density can become extremely high, ap-
proaching the maximal possible density.

After the hydrodynamic equations were introduced
in section 3, corrections to the constitutive relations for
the equation of state and the transport coefficients are
provided in section 4, which are then valid for all den-
sities. These make it possible to take into account the
different physics when low and high densities occur in
the same system at the same time.

The starting points were the kinetic theory predic-
tion for pressure for low and moderate density and a
free-volume model for very high densities. From event-
driven computer simulations, the transition (crystalliza-
tion/melting) regime between the fluid/gas and the solid-
like state was obtained. This “global equation of state”
takes into account the crystallization/melting transition

in 2D (it represents a “smooth Maxwell construction”)
and improves the predictive value of the model so that
it can be applied for all densities.

Other transport coefficients are also corrected using
the pair-correlation function – as obtained from collision-
rate or pressure. Notably, the heat-conductivity seems to
show some small systematic deviation from the theoret-
ical predictions, whereas viscosity shows an unexpected,
strong qualitative difference: Viscosity diverges at a den-
sity νη, much lower than pressure, which diverges at νm

– at least for mono-disperse, 2D systems as mostly stud-
ied here. Special (simplified) cases of the hydrodynamic
equations were reviewed in section 5 and some exam-
ples were given supporting the earlier observations on
a divergent viscosity at low densities, close to the crys-
tallization/melting density. The question how these ob-
servations are related to the concept of jamming is not
discussed in this review.

In section 6 further corrections towards more realistic
systems involve:
(i) multi-particle interactions and elasticity
(ii) strong dissipation,
(iii) friction,
(iv) long-range forces and wet contacts
(v) wide particle size-distributions, and
(vi) various particle shapes.
These corrections allow the use of kinetic-theory type
hydrodynamic models to describe more realistic systems.
In addition to the ordering and crystallization/melting,
as described through gQ instead of the classical Enskog
gE = g2, a few simple, tractable correction terms were
proposed that take into account the new physics and the
corresponding parameters.

Firstly, elasticity and reduced energy dissipation dur-
ing multi-particle collisions are accounted for through Ic

from Eq. (52), involving an exponential correction factor
that depends on the ratio of contact duration and time
between contacts τc = tc/tn. This correction only affects
the energy dissipation rate in our model.

Friction activates the rotational degrees of freedom
and therefore requires evolution equations also for the ro-
tational degrees of freedom, with all the cross-talk terms
and factors between the degrees of freedom. Only in spe-
cial limit cases of large or small friction effective coef-
ficients of restitution can be used, while otherwise, for
realistic granular matter, complicated implicit equations
must be solved.

Repulsive long-range forces and the reduced energy
dissipation rate are accounted for by Irep from Eq. (58).
Attractive long-range forces and a somewhat increased
energy dissipation rate is modeled through Iatr from Eq.
(59). Both correction terms involve a Boltzmann-like ex-
ponential dependent on the ratio of energy of the repul-
sive/attracting potential and the kinetic (granular tem-
perature) fluctuating energy. Like the elasticity, in our
model, the long range interactions only affect the dissi-
pation rate.
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Wet granular systems were discussed elsewhere [31],
but similar behavior as for attracting potentials was re-
ported: The attraction is mediated through liquid bridges
and the corresponding energy required for separation can
be related to the granular temperature.

For bi- and poly-disperse systems, our study indicates
that the equations of state can be expressed as functions
of the moments of the size distributions [75, 115, 234]
which in some special situations eliminates one param-
eter. For example, bi- and polydisperse systems are de-
scribed by the same gA, which is only a function of the
non-dimensional width of the size distribution. This pre-
diction was never tested for other transport coefficients
to our knowledge.

Furthermore, the issues of strong dissipation, size dis-
tributions, and non-spherical particles were discussed briefly
and a few references were given as a starting-point for
further literature search. Eventually, the differences be-
tween 2D and 3D phenomenology were introduced, ren-
dering this review quantitative for 2D and qualitative for
3D.

8 Conclusion and Outlook

The basic idea of this study is to use the conservation
equations for mass, momentum and energy, and to start
with the constitutive relations provided by the mighty
framework of kinetic theory. This leads to perfect quan-
titative theoretical predictions for smooth hard sphere
simulation results at low and moderate densities and in
the elastic limit.

Corrections and improvements are adapted to the
constitutive relations for the transport coefficients, as-
suming that the conservation/balance equations for mass,
momentum and energy are valid (and complete). All
corrections are applied to the pre-factors (transport co-
efficients) of the partial differential equations. In this
study we show results on how far one can get with this
approach – with promising perspectives for further im-
provements.

For our extension of the dissipative hard-sphere

model, the two most important corrections, in

our opinion, are a pair-correlation function gQ,

that is valid at all densities and a new material

parameter tc, that accounts for possible multi-

particle interactions and elasticity in the frame-

work of the so-called TC model. The former ac-
counts for crystallization and excluded volume effects,
while the latter allows us to define concepts like “po-
tential energy” and multi-particle collisions – with the
related reduced energy dissipation.

Also other physical phenomena (e.g., long range forces)
strongly affect the energy dissipation rate. Therefore, we
postpone more detailed corrections of other transport
coefficients to further studies.

New, very careful experiments are needed to achieve
validation in order to enhance progress in this direction.
The complexity of the theoretical model has to be in-
creased step by step – and at each step experimental
(and numerical) validation is needed.
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220. W. Vermöhlen and N. Ito. State diagram of polydisperse
elastic-disk systems. Phys. Rev. E, 51(5):4325, 1995.

221. K. M. Aoki and N. Ito. Effect of size polydispersity
on granular materials. Phys. Rev. E, 54(2):1990–1996,
1996.

222. J. Zhang, R. Blaak, E. Trizac, J. A. Cuesta, and
D. Frenkel. Optimal packing of polydisperse hard-
sphere fluids. J. Chem. Phys., 110(11):5318–5324, 1999.

223. V. Garzo, C. M. Hrenya, and J. W. Dufty. Enskog
theory for polydisperse granular mixtures. II. Sonine
polynomial approximation. Phys. Rev. E, 76(3):031304,
2007.

224. A. Donev, I. Cisse, D. Sachs, E. Variano, F. H. Stillinger,
R. Connelly, S. Torquato, and P. M. Chaikin. Improving
the density of jammed disordered packings using ellip-
soids. Science, 303(5660):990–993, 2004.

225. A. Donev, R. Connelly, F. H. Stillinger, and S. Torquato.
Underconstrained jammed packings of nonspherical
hard particles: Ellipses and ellipsoids. Phys. Rev. E,
75(5):051304, 2007.

226. A. Donev, S. Torquato, and F. H. Stillinger. Neighbor
list collision-driven molecular dynamics simulation for
nonspherical hard particles. i. algorithmic details. J.
Comp. Phys., 202(2):737–764, 2007.

227. A. Donev, S. Torquato, and F. H. Stillinger. Neighbor
list collision-driven molecular dynamics simulation for
nonspherical hard particles. ii. applications to ellipses
and ellipsoids. J. Comp. Phys., 202(2):765–793, 2007.

228. A. Schinner. Fast algorithms for the simulations of
polygonal particles. Granular Matter, 2(1):35–43, 1999.

229. F. Kun, G. A. D´Addetta, E. Ramm, and H. J. Her-
rman. Two-dimensional dynamic simulation of fracture
and fragmention of solids. Comp. Ass. Mech. Engng.,
6:385–402, 1999.

230. L. Pournin, M. Weber, M. Tsukahara, J. A. Ferrez,
M. Ramaioli, and T. M. Liebling. Three-dimensional
distinct element simulation of spherocylinder crystal-
lization. Granular Matter, 7(2-3):119–126, 2005.

231. A. Wouterse, S. Luding, and A. Philipse. On contact
numbers in random rod packings. Granular Matter,
11:in press, 2009.

232. M. Mailman, C. F. Schreck, C. S. O’Hern, and
B. Chakraborty. Jamming in systems composed of
frictionless ellipse-shaped particles. Phys. Rev. Lett.,
102:255501, 2009.

233. Z. Zeravcic, N. Xu, A. J. Liu, S. R. Nagel, and W. van
Saarloos. Excitations of ellipsoid packings near jam-
ming. Europhys. Lett., 87:26001, 2009.



30

234. M. Madadi, O. Tsoungui, M. Lätzel, and S. Luding. On
the fabric tensor of polydisperse granular media in 2d.
Int. J. Sol. Struct., 41(9-10):2563–2580, 2004.


