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SOFT MATTER
 

Biophysics

Colloids
Foams

Liquids

Gels

Polymers / DNA
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Relevant energy scale ~ kT
 Easily deformed 



WHAT ARE COLLOIDS?
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WHAT ARE COLLOIDAL PARTICLES?
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Size:  ~2nm -10μm
Concentration: ~0.1% to 70% by volume
Materials: 

• Plastic: polystyrene, PMMA...
• Inorganic: silica (SiO2), titania (TiO2), ...
• Semiconductor: CdSe,...
• Metal: Au, Ag, ...
• Fat, protein,..
• Droplets (emulsions)

Where to find: milk, butter, mayonnaise, blood, 
ink, paint, toothpaste, coffee,... 

Colloids
Small particles suspended in a liquid

WHY ARE WE INTERESTED IN COLLOIDS?



EXPERIMENT: LATEX PAINT STAIN
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WHO IS THAT?
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Albert	Einstein

Robert	Brown

Jean-Bap4ste	Perrin

Hendrik	Casimir



COLLOIDS UNDERGO BROWNIAN MOTION
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2μm sized particles



WHO IS THAT SCIENTIST?
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Albert	Einstein

Robert	Brown

Jean-Bap4ste	Perrin

Marian	Smoluchowski



ANNALEN DER PHYSIK, 17, 549 (1905)

“According to this theory, a dissolved molecule is differentiated from a suspended 
body only by its size, and it is not apparent why a number of suspended particles 
should not produce the same osmotic pressure as the same number of molecules. “
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Colloids = Atoms



WHO IS THAT SCIENTIST?
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Albert	Einstein

Robert	Brown

Jean-Bap4ste	Perrin

Marian	Smoluchowski

Nobel prize 1926
“For his work on the discontinuous 

structure of matter, and especially his 
discovery of the sedimentation 

equilibrium”



PERRIN’S EXPERIMENT (1907)
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10µm

Particles are Boltzmann distributed in the gravitational potential  
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NA = 6.82 · 1023
Perrin

Gamboge particles, 
R=0.3um

NA =
R

kB

Number of Avogadro

NA = 6.02 · 1023Avogadro constant number of atoms in one gram 
of hydrogen or 12 g of carbon

g

Colloids = Atoms



COLLOIDS UNDERGO BROWNIAN MOTION
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Colloidal 
particle

Solvent 
molecules

random fluctuating 
force from collisions 
with solvent molecules 
(10-12 s)

m
d~v(t)

dt
= �⇣~v(t) + ~⇠(t)

mass of 
particle

velocity of 
particle

viscous 
friction
For spheres: ⇣ = 6⇡⌘r

Brownian motion of colloidal particles is just a large-scale manifestation of 
the thermal motion of the solvent molecules. 



CONCENTRATED COLLOIDAL SUSPENSIONS
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Particle interactions
+

Statistical physics



COLLOID-ATOM ANALOGY

Key concept  
The same concepts and methods of the statistical mechanics of simple liquids can 
be applied to colloidal suspensions. One must simply replace the bare potential 
V(r) by the potential of the average force W(r).
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hF i = �@W

@R
F = �@�

@R

� W

Simple liquid Colloidal dispersion

Bare potential Potential of mean force

x1000



PHASE BEHAVIOR OF ATOMS AND COLLOIDS 
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Poon, Pusey, Lekkerkerker, Physics World (1996)

Atoms

Hard-sphere colloid



PHASE DIAGRAM OF HARD SPHERE COLLOIDS
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P. N. Pusey, E. Zaccarelli, C. Valeriani, E. Sanz, Wilson C. K. Poon, M.E. Cates, Phil Trans A. (2009)

maximum packing 
fraction

liquid crystal
74%54.5%49.4%

Colloidal fcc crystal made with 
lattice constant 0.5um



   Opals

EXPERIMENT: LATEX PAINT STAIN
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Iridescent feathers, bugs,...

"Butterfly magnification series collage", Wikipedia

Colloidal crystal

Sanders (1968)

Amos et al., PRE 61, 2929 (2000)

d sin𝛉

d

𝛉

2d sin ✓ = n�
Bragg’s law



WHY COLLOIDAL PARTICLES?
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Size: 
~2nm-10μm

Kraft et al. PRE 88(2013)

Constant randomization of the sample

Observable by microscopy

System reaches energy minimum
Self-assembly

Tunable interactions



WHY COLLOIDAL PARTICLES?
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Size: 
~2nm-10μm
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Coulomb
Repulsion

Entropic 
Attraction

Total

Tunable interactions

•Van der Waals forces
•Coulomb Repulsion
•Magnetic forces
•Entropic forces (depletion)
•Sticky DNA linkers
•Steric repulsion
•....



Volume inaccessible to 
depletant

Depletant

Overlap volume

Asakura, Oosawa,, J. Chem. Phys. (1954)
Vrij Pure & Appl Chem. (1976)

THE DEPLETION INTERACTION

u = �� V
overlap

= �k
B

T n
depl

V
overlap

Effective attraction between 
larger colloid!

Depletion forces are entropic forces!



TUNABLE INTERACTIONS 
TUNABLE PHASE DIAGRAM
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atom phase diagram

Hard	sphere	interac4on

Hard	sphere	+	deple4on	aArac4on

polymer size / colloid size
= interaction range

F

C

F

C

F

C
G+L

G+C



FROM SPHERES TO COMPLEX PARTICLES 
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Anisotropic shape

model ‘atom’

B
B’

A A’

B
B’ AA’

Highly specific interactions

+ External guiding rules
+ activity

Pusey, van Megen, Nature (1986) 

Anisotropic interactions

self-assembly becomes more difficult with increasing target
size and whether particular geometric features make some
targets particularly difficult to assemble. In doing so, we will
pay particular attention to the main processes which compete
with successful assembly and how their impact on the yield
can be minimized. We hope that the design principles we
learn from this work will offer some guidance to ex-
perimental groups seeking to make practical synthetic self-
assembling systems.

Although the assembly process studied here is similar to
that of virus capsids, in that anisotropic particles come to-
gether to form closed, highly symmetric shell structures, the
interaction potential we use has no dependence on the tor-
sional angle between interacting particles. While this is
likely to be a good choice for modeling synthetic anisotropic
particles, it is not a good representation of the interactions
between proteins and leads to behavior not observed for sys-
tems of virus capsomers. We consider a model including tor-
sional interactions, and which hence more closely mirrors
capsid assembly, in the accompanying paper.37

II. METHODS

A. Model

We make use of a minimal model, designed to contain
only the essential features required for targeted self-assembly
while allowing for efficient simulation. The model consists
of spherical particles patterned with attractive patches. They
are described by a modified Lennard-Jones potential, in
which the repulsive part of the potential is isotropic but the
attractive part is anisotropic and depends on the alignment of
patches on interacting particles. Specifically, the potential is
described by

Vij!rij,!i,! j" = #VLJ!rij" , r ! "LJ,

VLJ!rij"Vang!r̂ij,!i,! j" , r # "LJ,
$

!1"

where VLJ, the Lennard-Jones potential, is given by

VLJ!r" = 4$%&"LJ

r
'12

− &"LJ

r
'6( . !2"

Vang is an angular modulation factor, which depends on the
orientations of the patches on the two interacting particles, as
well as the direction of the vector joining them. Specifically,

Vang!r̂ij,!i,! j" = Gij!r̂ij,!i"Gji!r̂ ji,! j" , !3"

where

Gij!r̂ij,!i" = exp&−
%kminij

2

2"2 ' , !4"

" gives the width of the Gaussian, %kij is the angle between
patch vector k on particle i and the interparticle vector rij,
and kmin is the patch that minimizes the magnitude of this
angle. Hence, only the patches on each particle that are clos-
est to the interparticle axis interact with each other, and Vang
is 1 if the patches point directly at each other. One feature of
this potential is that as "→& the isotropic Lennard-Jones
potential is recovered. For computational efficiency the po-

tential is truncated and shifted at r=3"LJ, and the crossover
distance in Eq. !1" is adjusted so that it still occurs where the
potential is zero.

A particular particle is specified by a set of unit vectors
describing the positions of the attractive patches. For each of
our target structures, the patches are placed such that they
point directly at the neighboring particles in the target struc-
ture. Figure 1 shows the component particles and complete
clusters for each of our target structures, the Platonic solids.
Note that for these targets all the particles and patches are
equivalent. Somewhat similar patchy particle models
have been used to study gel formation,38,39 crystallization
of proteins40,41 and patchy colloids,42–44 and fiber
formation.45,46

B. Dynamical simulations

In the simulations of our model we wish to represent the
Brownian motion that colloids and nanoparticles undergo in
solution. As we do not include any solvent particles in our
coarse-grained description of the system, a simple and effi-
cient way to represent this dynamics is to use Monte Carlo
!MC" where the moves are restricted to be local, since this
ensures that the dynamics is diffusive.

In particular, we use Metropolis MC in the canonical
ensemble using periodic boundary conditions. The allowed
move types are small single-particle translations and rota-
tions. The translational moves are randomly chosen from a
cube centered on the selected particle. Rotational moves
make use of a quaternion description of the particle’s orien-
tation; the proposed quaternion is given by the renormalized
sum of the current quaternion and a smaller, randomly gen-
erated 4-vector.

One potential problem with using single-particle moves
is that, although free particles and clusters undergo diffusion
as required, the relative diffusion rates of clusters of different
sizes can be incorrect with the larger clusters diffusing too
slowly. However, in practice for systems where the main
mechanism of cluster growth is by monomer addition rather
than cluster-cluster aggregation, single-particle moves are
sufficient. Indeed, preliminary simulations using the virtual
move MC algorithm, which has been recently introduced by
Whitelam and et al. and is designed to overcome this prob-
lem by using cluster moves,47,48 show only minor differences
to those presented here. By contrast, we have found that such
an algorithm is crucial for systems designed to assemble hi-
erarchically.

(b) (c) (d) (e)(a)

FIG. 1. Single particles and complete clusters for the different target struc-
tures: !a" tetrahedron, !b" octahedron, !c" cube, !d" icosahedrons, and !e"
dodecahedron.

175101-2 Wilber, Doye, and Louis J. Chem. Phys. 131, 175101 !2009"
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size and whether particular geometric features make some
targets particularly difficult to assemble. In doing so, we will
pay particular attention to the main processes which compete
with successful assembly and how their impact on the yield
can be minimized. We hope that the design principles we
learn from this work will offer some guidance to ex-
perimental groups seeking to make practical synthetic self-
assembling systems.

Although the assembly process studied here is similar to
that of virus capsids, in that anisotropic particles come to-
gether to form closed, highly symmetric shell structures, the
interaction potential we use has no dependence on the tor-
sional angle between interacting particles. While this is
likely to be a good choice for modeling synthetic anisotropic
particles, it is not a good representation of the interactions
between proteins and leads to behavior not observed for sys-
tems of virus capsomers. We consider a model including tor-
sional interactions, and which hence more closely mirrors
capsid assembly, in the accompanying paper.37
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We make use of a minimal model, designed to contain
only the essential features required for targeted self-assembly
while allowing for efficient simulation. The model consists
of spherical particles patterned with attractive patches. They
are described by a modified Lennard-Jones potential, in
which the repulsive part of the potential is isotropic but the
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patch vector k on particle i and the interparticle vector rij,
and kmin is the patch that minimizes the magnitude of this
angle. Hence, only the patches on each particle that are clos-
est to the interparticle axis interact with each other, and Vang
is 1 if the patches point directly at each other. One feature of
this potential is that as "→& the isotropic Lennard-Jones
potential is recovered. For computational efficiency the po-

tential is truncated and shifted at r=3"LJ, and the crossover
distance in Eq. !1" is adjusted so that it still occurs where the
potential is zero.

A particular particle is specified by a set of unit vectors
describing the positions of the attractive patches. For each of
our target structures, the patches are placed such that they
point directly at the neighboring particles in the target struc-
ture. Figure 1 shows the component particles and complete
clusters for each of our target structures, the Platonic solids.
Note that for these targets all the particles and patches are
equivalent. Somewhat similar patchy particle models
have been used to study gel formation,38,39 crystallization
of proteins40,41 and patchy colloids,42–44 and fiber
formation.45,46

B. Dynamical simulations

In the simulations of our model we wish to represent the
Brownian motion that colloids and nanoparticles undergo in
solution. As we do not include any solvent particles in our
coarse-grained description of the system, a simple and effi-
cient way to represent this dynamics is to use Monte Carlo
!MC" where the moves are restricted to be local, since this
ensures that the dynamics is diffusive.

In particular, we use Metropolis MC in the canonical
ensemble using periodic boundary conditions. The allowed
move types are small single-particle translations and rota-
tions. The translational moves are randomly chosen from a
cube centered on the selected particle. Rotational moves
make use of a quaternion description of the particle’s orien-
tation; the proposed quaternion is given by the renormalized
sum of the current quaternion and a smaller, randomly gen-
erated 4-vector.

One potential problem with using single-particle moves
is that, although free particles and clusters undergo diffusion
as required, the relative diffusion rates of clusters of different
sizes can be incorrect with the larger clusters diffusing too
slowly. However, in practice for systems where the main
mechanism of cluster growth is by monomer addition rather
than cluster-cluster aggregation, single-particle moves are
sufficient. Indeed, preliminary simulations using the virtual
move MC algorithm, which has been recently introduced by
Whitelam and et al. and is designed to overcome this prob-
lem by using cluster moves,47,48 show only minor differences
to those presented here. By contrast, we have found that such
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Wilber et al. JCP (2009)

Particle shape
and interactions

  Assembled structure

  Understand & Design 
self-assembly



PATCHY PARTICLES:
LIQUID PHASE CAN BE PREFERRED OVER THE SOLID 
PHASE!

25Smallenburg	&		Scior4no,	Nature	
Physics	9,	554–558	(2013)

simple liquid 
phase diagram



FLEXIBLE AND DIRECTIONAL INTERACTIONS MAY 
LEAD TO STRANGE NEW PHASE BEHAVIOR
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DNA-COATED COLLOIDS CAN IN PRINCIPLE BUILD 
ARBITRARILY COMPLEX STRUCTURES

27



HOW TO MAKE NON-SPHERICAL PARTICLES



RESHAPING RANDOM COLLOIDAL CLUSTERS

Charge stabilized 
PS colloids

~1μm diameter, 1% crosslink density, 
purchased from Magsphere

quench

random clusters

+ H2O
+ salt 

induce 
aggregation swelling

Meester,  Verweij, vd Wel, Kraft (ACSNano 2016)



RESHAPING RANDOM COLLOIDAL CLUSTERS

Reshaping into patchy 
particles+ monomer

(styrene, 
1% w/w DVB)

quench

random clusters

+ H2O
+ salt 

induce 
aggregation swelling

Meester,  Verweij, vd Wel, Kraft (ACSNano 2016)





PARTICLE SWELLING RESHAPES THE RANDOM 
CLUSTERS INTO UNIFORM PATCHY PARTICLES

random clusters

reshaping

N=1 N=2 N=3 N=4

N=5 N=6 N=7



COALESCENCE DRIVEN RECONFIGURATION

Liquid droplet 
confines the spheres

Cluster minimize the 
second moment of the 

mass distribution

N=1 N=2 N=3 N=4 N=5 N=6

Insufficient swelling
➡ no / small liquid bridges
➡ no reconfiguration!

Liquid droplet 
coalescence drive 

rearrangement

S=2 S=8Meester,  Verweij, vd Wel, Kraft (ACSNano 2016)



WHAT ENABLES RECONFIGURATION? 

Van der Waals interaction energy W (D) = � Ar

12D

A =
3

4
kBT

✓
✏1 � ✏3
✏1 + ✏3

◆2

+
3h⌫e
16

p
2

(n2
1 � n2

3)
2

(n2
1 + n2

3)
3/2

with the Hamaker constant A (Lifshitz theory)
D

r

polystyrene spheres: ✏PS = 2.55 nPS = 1.557

✏w = 80 nw = 1.333polystyrene spheres in water : APS�w = 1.5 · 10�20J

D

r
✏st = 2.8 nst = 1.448

polystyrene spheres in styrene: 

APS�st = 5.3 · 10�23J

Significant reduction of van der Waals attraction due to liquid bridges! 

1 1

3

1 1
3

Meester,  Verweij, vd Wel, Kraft (ACSNano 2016)



SIZE DISTRIBUTION OF RANDOM CLUSTERS AND 
PATCHY PARTICLES IS EQUAL

t=1min t=4min

random clusters patchy particles



COMPOSITE PS / PMMA COLLOIDAL MOLECULES

+ salt 
+ H2O

+ salt 
styrene /

MMA

Patchy particles

PS
PMMA

PS
PS

Meester,  Verweij, vd Wel, Kraft (ACSNano 2016)



SUMMARY - RECYCLING COLLOIDAL AGGREGATES 
INTO PATCHY PARTICLES

Reorganization of random clusters of spheres

3 4

37

Control over size distribution

Variety of complex patchy particles

Meester,  Verweij, vd Wel, Kraft (ACSNano 2016)



SELF-ASSEMBLY OF PATCHY PARTICLES
- TUNING DEPLETION INTERACTIONS BY 

SURFACE ROUGHNESS



Volume inaccessible to 
depletant

Depletant

Overlap volume

Asakura, Oosawa,, J. Chem. Phys. (1954)
Vrij Pure & Appl Chem. (1976)

THE DEPLETION INTERACTION

u = �� V
overlap

= �k
B

T n
depl

V
overlap

Effective attraction between 
larger colloid!



Excluded volume
Depletant

Overlap 
volume

Asakura, Oosawa,, J. Chem. Phys. (1954)
Vrij Pure & Appl Chem. (1976)

u = �� V
overlap

= �k
B

T n
depl

V
overlap

d

DC

E

d

c R R-
S-R

S S-
S R

S S R RSR
ba

SR rp
e

R
Roughness significant reduces the 

overlap volume, and thus the depletion 
attraction.

TUNING DEPLETION INTERACTIONS THROUGH THE 
OVERLAP VOLUME

see also: K. Zhao, T. Mason, PRL 99(2008)



DEPLETION POTENTIAL FOR ROUGH AND SMOOTH 
SPHERES

volume fraction=0.16
σp=0.04 σc

Simulations by Michiel Hermes
purple: smooth particles

green: rough particles

averaged over 60 frames

Kamp et al., (Langmuir 2016) Experiments by M. Kamp



Excluded volume
Depletant

Overlap 
volume

Asakura, Oosawa,, J. Chem. Phys. (1954)
Vrij Pure & Appl Chem. (1976)

u = �� V
overlap

= �k
B

T n
depl

V
overlap

d

DC

E

d

c R R-
S-R

S S-
S R

S S R RSR
ba

SR rp
e

R
Roughness significant reduces the 

overlap volume, and thus the depletion 
attraction.

TUNING DEPLETION INTERACTIONS THROUGH THE 
OVERLAP VOLUME

see also: K. Zhao, T. Mason, PRL 99(2008)

smooth = 
large overlap volume = 

attractive

rough = 
small overlap volume =

non-attractive

Patchy Particles



SYNTHESIS OF ROUGH-SMOOTH COLLOIDS

Styrene

DVB

Polymerization

Styrene

DVB

TMSPA ...... ...... .. ...... ...... .. ...... .. ...... ..
LPS CPS

... ... . ... ... . ... . ... ... ........ .. .......... .. ...... .... .... Protrusion

Seed

....... . .... . ... . .. .... . ..... . .... .
Polymerization

A

DC

B

2 µm Significant attraction 
between smooth 
surfaces onlyd

Time

c R R-
R-S
S S-

S R

S S R RSR
ba

SR rp ePotential calculated by M. Hermes 
and M. Dijkstra

d

DC

E

d

c R R-
S-R

S S-
S R

S S R RSR
ba

SR rp
e

R

2 µm

5 µm20100521-10h00-RS1b-110-0m-36
SR

A
SR

R
E

Time
SRD

SR

SRTime
F

C R R-
R-S
S S-

S S R RB

rp
crosslinked 
polystyrene

H2O
monomer

monomer 
swollen 
network

phase 
separation

monomer 
droplet

polymerize



BOND FORMATION AND BREAKING 

2x real speed

Roughness anisotropic colloids + 
Dextran as depletant (d=38nm)

 Site-specific binding

 Flexible bonds

+

Kraft et al. PNAS (2012)



COLLOIDAL MICELLES

Cluster of colloids with 
smooth and attractive sides 

inside

Rough sphere
(not attractive)

+

Kraft et al. PNAS (2012)



   EXPERIMENT   &   SIMULATIONS

7 8 9
10 11 12
13 14 15

1 2 3
5 64

7 8 9
10 11 12
13 14 15
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Experiments

Simulations

5 

7 8 9
10 11 12

13 14 15

1 2 3
5 64

7 8 9
10 11 12

13 14 15

1 2 3
5 64

Experiments

Simulations

A

B

n=5

C

c(n)/n

n colloids per cluster

 Average number of bonds               
saturates

hard sphere 
repulsion

Asakura-
Oosawa-Vrij 

potential

 Interaction potential 
-9.85kT

Monte-Carlo Simulations by R. Ni & M. Dijkstra

Kraft et al. PNAS (2012)
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- -   Free Energy calculations
(F. Smallenburg & M. Dijkstra)
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Kraft et al. PNAS (2012)



≅bond energy per 
particle in a cluster

CRITICAL MICELLE CONCENTRATION

Analyze equilibria between monomers and clusters
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INFLUENCE OF PATCH SIZE

 φ0 = overlap concentration
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STERIC CONSTRAINTS DETERMINE SIZE AND 
GEOMETRY OF THE STRUCTURE
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Clusters grow without bounds
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+

“Colloidal micelle”

+

Finite size clusters

Rough ends sterically 
constrain assembly size 
in 3D. 

Insufficient steric 
protection leads to 
unlimited growth. 

Can we design particles that 
constrain growth in 2D? “Mickey Mouse”

science



DEPLETION INDUCED ASSEMBLY OF MICKEY 
MOUSE SHAPED COLLOIDS

+

�particle = 0.003

Dextran as depletant (d=38nm)

Experiments headed by J. Wolters, 
Simulations by G. Avvisati, T. Vissers 
& M. Dijkstra Wolters et al. Soft Matter (2015)



MICKEY MOUSE COLLOIDS ASSEMBLE INTO 
TUBULAR STRUCTURES

�particle = 0.01

Wolters et al. Soft Matter (2015)

interaction strength

Diameter of tubes

Experiment Simulations



SUMMARY: SELF-ASSEMBLING ONE-PATCH PARTICLES
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Assembly of tubular structures

Finite size clusters

Surfactant like behavior!

Clusters grow without bounds due 
to insufficient steric protection.

Kraft et al. PNAS (2012)
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Tube formation due to steric 
protection in 2 dimensions. 



DESIGNED SELF-ASSEMBLY
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Anisotropic shape

model ‘atom’

B
B’

A A’

B
B’ AA’

Highly specific interactions

+ External guiding rules
+ activity

Pusey, van Megen, Nature (1986) 

Anisotropic interactions

self-assembly becomes more difficult with increasing target
size and whether particular geometric features make some
targets particularly difficult to assemble. In doing so, we will
pay particular attention to the main processes which compete
with successful assembly and how their impact on the yield
can be minimized. We hope that the design principles we
learn from this work will offer some guidance to ex-
perimental groups seeking to make practical synthetic self-
assembling systems.

Although the assembly process studied here is similar to
that of virus capsids, in that anisotropic particles come to-
gether to form closed, highly symmetric shell structures, the
interaction potential we use has no dependence on the tor-
sional angle between interacting particles. While this is
likely to be a good choice for modeling synthetic anisotropic
particles, it is not a good representation of the interactions
between proteins and leads to behavior not observed for sys-
tems of virus capsomers. We consider a model including tor-
sional interactions, and which hence more closely mirrors
capsid assembly, in the accompanying paper.37

II. METHODS

A. Model

We make use of a minimal model, designed to contain
only the essential features required for targeted self-assembly
while allowing for efficient simulation. The model consists
of spherical particles patterned with attractive patches. They
are described by a modified Lennard-Jones potential, in
which the repulsive part of the potential is isotropic but the
attractive part is anisotropic and depends on the alignment of
patches on interacting particles. Specifically, the potential is
described by

Vij!rij,!i,! j" = #VLJ!rij" , r ! "LJ,

VLJ!rij"Vang!r̂ij,!i,! j" , r # "LJ,
$

!1"

where VLJ, the Lennard-Jones potential, is given by

VLJ!r" = 4$%&"LJ

r
'12

− &"LJ

r
'6( . !2"

Vang is an angular modulation factor, which depends on the
orientations of the patches on the two interacting particles, as
well as the direction of the vector joining them. Specifically,

Vang!r̂ij,!i,! j" = Gij!r̂ij,!i"Gji!r̂ ji,! j" , !3"

where

Gij!r̂ij,!i" = exp&−
%kminij

2

2"2 ' , !4"

" gives the width of the Gaussian, %kij is the angle between
patch vector k on particle i and the interparticle vector rij,
and kmin is the patch that minimizes the magnitude of this
angle. Hence, only the patches on each particle that are clos-
est to the interparticle axis interact with each other, and Vang
is 1 if the patches point directly at each other. One feature of
this potential is that as "→& the isotropic Lennard-Jones
potential is recovered. For computational efficiency the po-

tential is truncated and shifted at r=3"LJ, and the crossover
distance in Eq. !1" is adjusted so that it still occurs where the
potential is zero.

A particular particle is specified by a set of unit vectors
describing the positions of the attractive patches. For each of
our target structures, the patches are placed such that they
point directly at the neighboring particles in the target struc-
ture. Figure 1 shows the component particles and complete
clusters for each of our target structures, the Platonic solids.
Note that for these targets all the particles and patches are
equivalent. Somewhat similar patchy particle models
have been used to study gel formation,38,39 crystallization
of proteins40,41 and patchy colloids,42–44 and fiber
formation.45,46

B. Dynamical simulations

In the simulations of our model we wish to represent the
Brownian motion that colloids and nanoparticles undergo in
solution. As we do not include any solvent particles in our
coarse-grained description of the system, a simple and effi-
cient way to represent this dynamics is to use Monte Carlo
!MC" where the moves are restricted to be local, since this
ensures that the dynamics is diffusive.

In particular, we use Metropolis MC in the canonical
ensemble using periodic boundary conditions. The allowed
move types are small single-particle translations and rota-
tions. The translational moves are randomly chosen from a
cube centered on the selected particle. Rotational moves
make use of a quaternion description of the particle’s orien-
tation; the proposed quaternion is given by the renormalized
sum of the current quaternion and a smaller, randomly gen-
erated 4-vector.

One potential problem with using single-particle moves
is that, although free particles and clusters undergo diffusion
as required, the relative diffusion rates of clusters of different
sizes can be incorrect with the larger clusters diffusing too
slowly. However, in practice for systems where the main
mechanism of cluster growth is by monomer addition rather
than cluster-cluster aggregation, single-particle moves are
sufficient. Indeed, preliminary simulations using the virtual
move MC algorithm, which has been recently introduced by
Whitelam and et al. and is designed to overcome this prob-
lem by using cluster moves,47,48 show only minor differences
to those presented here. By contrast, we have found that such
an algorithm is crucial for systems designed to assemble hi-
erarchically.

(b) (c) (d) (e)(a)

FIG. 1. Single particles and complete clusters for the different target struc-
tures: !a" tetrahedron, !b" octahedron, !c" cube, !d" icosahedrons, and !e"
dodecahedron.
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pay particular attention to the main processes which compete
with successful assembly and how their impact on the yield
can be minimized. We hope that the design principles we
learn from this work will offer some guidance to ex-
perimental groups seeking to make practical synthetic self-
assembling systems.

Although the assembly process studied here is similar to
that of virus capsids, in that anisotropic particles come to-
gether to form closed, highly symmetric shell structures, the
interaction potential we use has no dependence on the tor-
sional angle between interacting particles. While this is
likely to be a good choice for modeling synthetic anisotropic
particles, it is not a good representation of the interactions
between proteins and leads to behavior not observed for sys-
tems of virus capsomers. We consider a model including tor-
sional interactions, and which hence more closely mirrors
capsid assembly, in the accompanying paper.37

II. METHODS

A. Model

We make use of a minimal model, designed to contain
only the essential features required for targeted self-assembly
while allowing for efficient simulation. The model consists
of spherical particles patterned with attractive patches. They
are described by a modified Lennard-Jones potential, in
which the repulsive part of the potential is isotropic but the
attractive part is anisotropic and depends on the alignment of
patches on interacting particles. Specifically, the potential is
described by
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Vang is an angular modulation factor, which depends on the
orientations of the patches on the two interacting particles, as
well as the direction of the vector joining them. Specifically,
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where
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" gives the width of the Gaussian, %kij is the angle between
patch vector k on particle i and the interparticle vector rij,
and kmin is the patch that minimizes the magnitude of this
angle. Hence, only the patches on each particle that are clos-
est to the interparticle axis interact with each other, and Vang
is 1 if the patches point directly at each other. One feature of
this potential is that as "→& the isotropic Lennard-Jones
potential is recovered. For computational efficiency the po-

tential is truncated and shifted at r=3"LJ, and the crossover
distance in Eq. !1" is adjusted so that it still occurs where the
potential is zero.

A particular particle is specified by a set of unit vectors
describing the positions of the attractive patches. For each of
our target structures, the patches are placed such that they
point directly at the neighboring particles in the target struc-
ture. Figure 1 shows the component particles and complete
clusters for each of our target structures, the Platonic solids.
Note that for these targets all the particles and patches are
equivalent. Somewhat similar patchy particle models
have been used to study gel formation,38,39 crystallization
of proteins40,41 and patchy colloids,42–44 and fiber
formation.45,46

B. Dynamical simulations

In the simulations of our model we wish to represent the
Brownian motion that colloids and nanoparticles undergo in
solution. As we do not include any solvent particles in our
coarse-grained description of the system, a simple and effi-
cient way to represent this dynamics is to use Monte Carlo
!MC" where the moves are restricted to be local, since this
ensures that the dynamics is diffusive.

In particular, we use Metropolis MC in the canonical
ensemble using periodic boundary conditions. The allowed
move types are small single-particle translations and rota-
tions. The translational moves are randomly chosen from a
cube centered on the selected particle. Rotational moves
make use of a quaternion description of the particle’s orien-
tation; the proposed quaternion is given by the renormalized
sum of the current quaternion and a smaller, randomly gen-
erated 4-vector.

One potential problem with using single-particle moves
is that, although free particles and clusters undergo diffusion
as required, the relative diffusion rates of clusters of different
sizes can be incorrect with the larger clusters diffusing too
slowly. However, in practice for systems where the main
mechanism of cluster growth is by monomer addition rather
than cluster-cluster aggregation, single-particle moves are
sufficient. Indeed, preliminary simulations using the virtual
move MC algorithm, which has been recently introduced by
Whitelam and et al. and is designed to overcome this prob-
lem by using cluster moves,47,48 show only minor differences
to those presented here. By contrast, we have found that such
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  “Designed self-assembly”
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