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A Posteriori Error Analysis of the Discontinuous Galerkin Method
for Linear Hyperbolic Systems of Conservation Laws

Thomas Weinhart

ABSTRACT

In this dissertation we present an analysis for the discontinuous Galerkin (DG) discretization
error of multi-dimensional first-order linear symmetric and symmetrizable hyperbolic systems
of conservation laws. We explicitly write the leading term of the local DG error, which is
spanned by Legendre polynomials of degree p and p + 1 when p'’-degree polynomial spaces
are used for the solution. For special hyperbolic systems, where the coefficient matrices are
nonsingular, we show that the leading term of the error is spanned by (p+ 1)"-degree Radau
polynomials. We apply these asymptotic results to observe that projections of the error
are pointwise O(hP™?)-superconvergent in some cases and establish superconvergence results
for some integrals of the error. We develop an efficient implicit residual-based a posteriori
error estimation scheme by solving local finite element problems to compute estimates of
the leading term of the discretization error. For smooth solutions we obtain error estimates
that converge to the true error under mesh refinement. We first show these results for
linear symmetric systems that satisfy certain assumptions, then for general linear symmetric
systems. We further generalize these results to linear symmetrizable systems by considering
an equivalent symmetric formulation, which requires us to make small modifications in the
error estimation procedure. We also investigate the behavior of the discretization error when
the Lax-Friedrichs numerical flux is used, and we construct asymptotically exact a posteriori
error estimates. While no superconvergence results can be obtained for this flux, the error
estimation results can be recovered in most cases. These error estimates are used to drive
h- and p-adaptive algorithms and assess the numerical accuracy of the solution. We present
computational results for different fluxes and several linear and nonlinear hyperbolic systems
in one, two and three dimensions to validate our theory. Examples include the wave equation,
Maxwell’s equations, and the acoustic equation.

This research was partially supported by the National Science Foundation (Grant Number
DMS 0511806).
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Chapter 1

Introduction

This dissertation presents a new finite element approach to the numerical solution of hy-
perbolic systems of conservation laws that allows for the efficient computation of local a
posterior: error estimates.

Systems of first-order partial differential equations in divergence form, also called systems
of conservation laws, arise in many areas of continuum physics when fundamental balance
laws are formulated (such as the conservation of mass, momentum, or energy) and if other
small-scale, dissipative mechanisms can be neglected (such as viscosity, capillarity, heat
conduction, Hall effect). Problems of practical interest arise in many fields such as gas and
fluid dynamics, acoustics, electromagnetism and aerodynamic or geophysical flow. Solutions
to conservation laws exhibit singularities (shock waves), which can appear in finite time even
if the initial conditions are smooth. Thus, the system must be interpreted in the sense of
distributions and does not have unique solutions unless some entropy condition is imposed,
that models a physical process in the limit as dissipation tends to zero, see e.g. [32, 50].

In this dissertation, a particular class of systems of conservation laws is considered, namely
symmetric or symmetrizable systems. Symmetry is often a consequence of conservation
principles in physics, and we will consider important applications that fall into this class,
such as Euler’s equation of gas dynamics, Maxwell’s equations of electromagnetism, and the
acoustic wave equation. Symmetric or symmetrizable systems are hyperbolic, which plays a
role in the well-definedness of a system.

Thus, when constructing numerical methods to solve systems of conservation laws, the ap-
proximate solution needs to capture the physically relevant discontinuities. Also, this method
must remain sufficiently accurate near discontinuities in order to capture the possibly com-
plex structure of the exact solution. These difficulties were successfully resolved by the
development of finite difference (FD) and finite volume (FV) schemes for such systems.
However, numerical methods should also be able to approximate solutions in smooth re-
gions with a high order of accuracy. Since FD and FV methods both use large stencils for
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high-order approximations, developing stable algorithms for complex geometries in multiple
dimensions is difficult, while finite element (FE) methods can easily handle these difficulties.
Also, for conservation laws, in which information flows in specific directions, the continuity
requirement can cause stability problems, and spurious oscillations occur near discontinu-
ities. While these difficulties can be resolved, the problem is more easily addressed in FD
and FV methods by the use of upwinding and slope limiters.

Discontinuous Galerkin (DG) methods are a higher-order generalization of FV methods and
are advantageous compared to FD and FV schemes due to their FE nature: i) They can
handle complex geometries, even for high-order approximations and i) the treatment of the
boundary conditions is much simpler than in stencil-based methods. Additionally, ii7) since
DG methods do not require continuity on element boundaries, the test functions are defined
locally. Thus, the mass matrix is block diagonal and can easily be inverted once and for
all, resulting in an explicit semi-discrete form. The explicitness and the simple treatment
of the boundary conditions makes DG methods easily parallelizable. Also, iv) DG methods
can easily handle adaptive strategies, since refinement and coarsening is restricted neither
by the continuity requirement of conforming finite element methods, nor by the geometric
inflexibility of stencil-based methods. Adaptivity is particularly important in systems of
conservation laws given the complexity of solutions near discontinuities.

The numerical approximation of a continuum model of any physical process always involves
discretization error caused by the discretization of the continuum model into an algorithm
that can be fed into computers. A posteriori error estimation is used to assess the quality
of numerical solutions and guide adaptive algorithms, which aim to yield a solution, whose
error in some norm is below a given tolerance, in an effective manner. After estimating the
error, elements having high errors are enriched by h-refinement and/or p-refinement, while
elements with small errors are h— and/or p—coarsened.

1.1 Review of Past Work and Historical Perspective

1.1.1 Discontinuous Galerkin Methods

The discontinuous Galerkin finite element method was introduced in 1973 by Reed and Hill
[57] to solve the neutron transport equation,

div(au) + ou = f, (1.1.1)

where o is a real number and a is constant. Because of the linear nature of this equation, the
approximate solution can be computed element by element, when the elements are ordered
according to the characteristic direction. LeSaint and Raviart [53] first analyzed the method
by reducing it to an ordinary differential equation (ODE) and showing a rate of convergence
of O(h?) for general triangulations and of O(h?*1) for Cartesian grids, if the exact solution
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is smooth. In 1986, Johnson and Pitkaréinta [46] proved a rate of convergence of O(h)P+1/2
for general triangulations and Peterson [56] confirmed these rates to be optimal. In 1988,
Richter [58] proved the optimal rate of O(h?*!) for some structured two-dimensional non-
Cartesian grids. For solutions with discontinuities, Lin and Zhou [54] proved convergence
of the method. Further studies of initial-value problems for ordinary differential equations
include [4, 17, 53, 62, 63].

Later, the DG method was successfully applied to nonlinear hyperbolic conservation laws

u L 9
— —f; =0 1.1.2

equipped with suitable initial and boundary conditions. For the one-dimensional scalar
case, Chavent and Salzano [22] constructed an explicit DG Method. They discretized in
space using the DG method with piecewise linear elements, yielding an explicit semi-discrete
scheme. Then they solved in time using a simple Euler forward method. To improve the
stability of the scheme, Chavent and Cockburn [21] modified the scheme by introducing
a slope limiter, introduced by van Leer [70]. The Runge-Kutta Discontinuous Galerkin
(RKDG) method was introduced by Cockburn and Shu [29], where they used a piecewise
linear DG method for the space discretization, a special explicit TVD second-order Runge-
Kutta time discretization, and a modified slope limiter to maintain formal accuracy of the
scheme extrema. In [28], Cockburn and Shu generalized the approach to develop high-order
accurate RKDG methods for scalar conservation laws. The RKDG method was extended to
one-dimensional systems by Cockburn, Lin, and Shu in [27] and then to multi-dimensional
scalar equations by Cockburn, Hou and Shu in [25]. The extension to multi-dimensional
systems was done by Cockburn and Shu in [29]. They also developed the Local Discontinuous
Galerkin method for convection-diffusion problems [30]. Consult [26] and the references
therein for more information on DG methods.

1.1.2 A posterior: Error Estimation

A posteriori error estimation is used to verify the error of a numerical solution u;, with respect
to the real solution u, and can be used for mesh adaptivity. A posteriori error estimates
make use of the numerical solution u;, to a particular problem to obtain an estimate, in
contrast to a priori error estimates. Thus, they are often much more accurate than a priori
estimates, which provide only a rough error bound by exploiting properties of the governing
equations and assumptions on properties of the real solution wu.

According to Adjerid et al. [5], an ideal a posteriori error estimation technique should:

i) be asymptotically correct in the sense that the error estimate in a particular norm
approach zero under enrichment at the same rate as the actual error;



Thomas Weinhart Chapter 1. Introduction 4

ii) be computationally simple by requiring a small fraction of the solution cost;

iii) be robust by furnishing accurate estimates for a wide range of meshes and method
orders;

iv) provide relatively tight upper and lower bounds of the true error in a particular norm;
and

v) supply local error indicators that provide global error estimates in several norms.

The development of a posteriori error estimates mainly focuses on approximations of the
error that can be obtained locally. Such estimates can be used to guide adaptive meshing
procedures, where elements with high errors are enriched, while elements with small errors
are coarsened. Adaptivity processes can also be based on a priori interpolation estimates,
which depend on estimates of the unknown function v and can therefore provide only crude
but effective indications of features of error, such as discontinuities, see e.g. Demkovicz et al.
[34] and Peraire et al. [55]. However, when more complex features of the solution are present,
such as boundary layers or shock-boundary layer interaction, a priori error estimates can be
inaccurate.

A posteriori error estimation techniques were first developed for finite element methods for
elliptic boundary value problems in 1978 by Babuska and Rheinboldt [10]. They developed
a technique that delivered approximations 7x of the error in energy norm on each element
K. In the following years, Babuska and Rheinboldt obtained a number of explicit error
estimation techniques, see e.g. [11, 12]. The element residual method was developed by
Demkovicz et al [35, 36] in 1984, who applied it to a variety of problems in mechanics
and physics. Bank and Weiser [14, 15] applied it to scalar elliptic problems and provided a
mathematical analysis of the method. Zienkiewicz and Zhu [72] developed a simple recovery-
based method, where gradients of solutions are smoothed and then compared with the gradient
of the original solution. Later, they developed the super-convergent patch recovery method.
Other methods include using equilibrated boundary data [51] and eztrapolation methods [67].

While a posterior: error estimation has attained a certain level of maturity for diffusive
problems [9, 71], developing accurate and robust a posteriori error estimates for hyperbolic
problems remains a challenge. An a posteriori error analysis for convection and convection-
dominated convection-diffusion problems was presented by Johnson and his collaborators
[44, 45, 47]. More recently, Siili and his collaborators [42, 65, 66] investigated local and
transmitted errors as well as goal-oriented estimates for several numerical methods applied
to hyperbolic problems.

Several a posteriori DG error estimates are known for hyperbolic [23, 24, 40, 52] and diffusive
[43, 59] problems. The first asymptotically correct a posteriori error estimates for hyperbolic
problems were developed by Adjerid et al. [4] who constructed the first superconvergence-
based a posteriori DG error estimates for one-dimensional linear and nonlinear hyperbolic
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problems. Later, Adjerid and Massey [7, 8] showed how to construct accurate error esti-
mates for multi-dimensional scalar problems on rectangular meshes. They showed that the
leading term of error is spanned by two (p + 1)-degree Radau polynomials in the x and y
directions, respectively. Krivodonova and Flaherty [49] showed that the leading term of the
local discretization error on triangles having one outflow edge is spanned by a suboptimal
set of orthogonal polynomials of degree p and p+ 1. They computed DG error estimates by
solving local problems involving numerical fluxes, thus requiring information from neighbor-
ing inflow elements. Adjerid and Baccouch [2, 3] investigated DG methods on structured
and unstructured triangular meshes with several finite element spaces to discover new super-
convergence properties and compute accurate error estimates. LDG methods for diffusion
problems were investigated by Adjerid and Klauser [6] who constructed efficient and accurate
a posteriort error estimates.

Superconvergence properties for DG methods have been studied in [4, 33, 48, 53] for first-
order ordinary differential equations, in [2, 3, 4, 7, 8] for hyperbolic problems and [6, 19, 20]
for diffusion and convection-diffusion problems.

1.2 Basic Linear Algebra and Notations

In this section we will include basic linear algebra results that will be needed in this disser-
tation.

1.2.1 Matrix Theory

We denote vectors in RF as
U1

v=| |, (1.2.1)
with the canonical Euclidean norm

(1.2.2)

The transpose of v is denoted by v* and the orthogonal complement of any set S of vectors
in R¥ is defined as

St={wecR: wiv=0, VveS} (1.2.3)

while the direct sum of two sets is given by

ST ={veR": v=s+tforsomese S, tet} (1.2.4)
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Lemma 1.2.1. For any vector space S, T in R¥ we have

StNTH=(SaeT)"

(1.2.5)

Proof. Let v.€ StNT+. For every w € (S@®T) there are s € S, t € T such that w = s + t.

Then
wiv =s'v +tlv = 0.

Thus, wiv=0, Vwe (SaT),sove(SaT)"

(1.2.6)

Now let v € (S®T)*+. Since S, T are vector spaces, 0 € Sand 0 € T, thuss =s+0¢€ ST

and t =0+t € S& T, which yields
s'v=0,VseS andtlv=0,V teT,

which yields v € S+ NT*. Thus, we have proven (1.2.5).

Let us denote matrices in R¥*! by

My My
M My,
and equip them with the norm
M
™| = sup I
20 [|X]

The transpose of M is denoted by M, its range or column space by
R(M) = {v € R*: Mw = v for some vector w},

and its null space by
N(M) = {veR': Mv =0}.

Lemma 1.2.2. For any matriz M € R**! we have
R(M') = N (M)".
Proof. If y = Mx and M'y’ = 0 then

(y,¥) = (Mx,y) = (x, M'y') = (x,0) = 0.

(1.2.7)

O

(1.2.8)

(1.2.9)

(1.2.10)

(1.2.11)

(1.2.12)

(1.2.13)

Thus, all vectors from the range of M’ are orthogonal to all vectors from the null space of

M. The rest follows from dimension counting.

0
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In §4.3.5 we need the following property:
Lemma 1.2.3. For two matrices M, N € R**! we have
N(M)NN(N) = (R(M") @ R(NY))™*. (1.2.14)
Proof. Tt is well-known that (S+)+ = S for any subspace of a finite dimensional vector space
V. Thus, (M(M)+)+ = N (M), which, together with (1.2.12), yields
R(MHT = ( N(M)H)t =N (M), RN = (NIN)H)L = N(N). (1.2.15)
Combining (1.2.15) with Lemma 1.2.1 infers
N(M)NN(N) = RM) nR(M)*+ = (R(M) & R(NY))*, (1.2.16)
which proves the Lemma. O

Definition 1.2.4. A matrir M € R¥*** 45 diagonalizable over the reals, or simply real
diagonalizable, if and only if there is an invertible eigenvector matrizc P € R¥* and a
diagonal matriz A € R¥* such that M = PAP ™.

Lemma 1.2.5. Let M € R¥** be diagonalizable as

M = P diag()\y,..., \,)P L. (1.2.17)
If P =(py,...,ps), we have
R(M) = span{p,; : i #0, 1 <i <k}, (1.2.18)
and
N(M) = span{p,; : \i =0, 1 <i <k} (1.2.19)

Proof. Note that (\;, p;), 1 <i < k, denote the eigenpairs of M, i.e.
Mp, = \ip;, 1 <i < k. (1.2.20)

Since P is invertible, there is a o = P~'v for every v € R¥ such that

k
v=Pa= Z&ipi, (1.2.21)
i=1

which yields

R(M) = {v € R": Mw = v for some vector w}
k
={veR': MPa= Z a;\;p; for some vector w = Pa}
i=1

=span{p, : \; # 0,1 <i < k}, (1.2.22)
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and
N(M) ={v eRF: Mv =0}
d d
={v= Z%‘Pz‘ : Zai)\ipi =0}
i=1 i=1
d
:{V:Z&ipi: a;=0o0r \; =0V 1<i<k}
i=1
=span{p; : \; =0, 1 <i < k}. (1.2.23)
This proves the lemma. O

Definition 1.2.6. The square matriz pair M, N € R*** is commuting if and only if MIN =
NM.

Definition 1.2.7. The square matriz pair M, N € R*** js simultaneously diagonalizable,
if and only if there is an invertible matriz P and diagonal matrices Ay, Ao such that M =
PAP™! and N = PA,P .

The following result, needed in §1.3, is shown in [61], page 82.

Lemma 1.2.8. Two diagonalizable matrices are simultaneously diagonalizable if and only if
they commute.

The following matrices will be needed to define the numerical boundary flux in §1.3.

Definition 1.2.9. For every matriz M € R¥** that is real diagonalizable, such that

M = P diag(\y,..., )P, (1.2.24a)
we define
M" =P diag(maz(A1,0), ..., maz(An,0))P ™, (1.2.24b)
M~ =P diag(min(A1,0), ..., min(Ay,0)P™ (1.2.24c)
and
sgn(M) = P diag(sgn(\1), ..., sgn(A\))P 71, (1.2.24d)
where
1, if £ > 0,
sgn(x) =<0,  ifx =0, (1.2.24e)

—1, otherwise.
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Lemma 1.2.10. Let M € R¥* be real diagonalizable and let M*, M~ and sgn(M) as
defined in Definition 1.2.9. Then

M=M"+M", (1.2.25a)
NM" —=M") = N(sgn(M)) = N(M) C N (M?), s = +, —, (1.2.25b)
R(M) = R(sgn(M)), (1.2.25¢)
and
M*sgn(M) = M*, M sgn(M) = —M". (1.2.25d)

If, additionally, M is symmetric, then
sgn(M) is symmetric, and (1.2.25¢)

M™ and — M~ are symmetric positive semi-definite. (1.2.25f)

Proof. Equation (1.2.25a) follows directly from Definition 1.2.9.
In order to proof (1.2.25b) and (1.2.25¢), note that M is real diagonalizable. Thus, we can
apply Lemma 1.2.5 to M, Mt — M~, sgn(M), M" and M~ to obtain

N (M) =span{p, : \; =0, 1 <i <k}, ( )
) = span{p, : maxz(\;,0) — min(A\;,0) =0, 1 <i <k} =NM), ( )
N(sgn(M)) = span{p, : sgn(\;) =0, 1 <i <k} =N (M), (1.2.26¢)
) = span{p; : max(\;,0) =0, 1 <i <k} CNM), ( )
N(M™) = span{p, : min(A\;,0) =0, 1 <i <k} CN (M), ( )
which proves (1.2.25b).
Applying Lemma 1.2.5 to M and sgn(M) further yields
R(M) =span{p, : \; # 0,1 <i <k} =R(M), (1.2.27a)

R(sgn(M)) = span{p; : sgn(\;) #0,1 <i <k} =R(M), (1.2.27b)
which proves (1.2.25c¢).
Further, by the definition of M* and M~ and sgn(M) in Definition 1.2.9, we have

M*sgn(M) = P diag(max(A1,0), ..., max()\,0)) diag(sgn(Ay),...,sgn(\;)) P!

— M, (1.2.282)
M sgn(M) = P diag(min();,0), ..., max(\,0)) diag(sgn(A1),...,sgn(A))P~*
— M, (1.2.28b)

yielding (1.2.25d).
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If M is symmetric, then P~' = P!, which, combined with the definition of Mt and M~
and sgn(M) in Definition 1.2.9, yields that M" and M~ and sgn(M) are symmetric, which,
together with the fact that maz(a,0), —min(a,0) > 0 for all a € R, yields (1.2.25¢) and
(1.2.25f). 0]

In Chapter 3 and Chapter 4 we will use the following result from [68], page 563.

Lemma 1.2.11. (Singular value decomposition) For every real square matriz M € RF*%
there exist orthogonal matrices U,V € R¥** and a diagonal matriz D € R¥** such that

M = UDV". (1.2.29)
Definition 1.2.12. For every real square matriz M € R¥** with singular value decomposi-
tion
M = U diag(\y, ..., \) V', (1.2.30a)
the pseudoinverse is defined by
M’ = U diag(\l, ..., A\[)V', (1.2.30b)

where

eR. (1.2.30¢)

; a7l ifa #£0,
2’ = . x
0 if x =0,

The following result is shown in [39].

Lemma 1.2.13. For every square matric M € R¥* MM = (MM")! is the orthogonal
projection onto R(M) and MM = (M'M)! is the orthogonal projection onto N'(M)™*.
This immediately yields another lemma:

Lemma 1.2.14. Let I denote the identity matriz. For every square matriz M € RF*F,
I — M'M is the projection onto N'(M).

If, additionally, M is symmetric, then

I-MMM* =0, s=+,—. (1.2.31)

Proof. By Lemma 1.2.13,
(I-MM)v=v, VveNM), (1.2.32a)
(I-MM)v =0, VveNM)?, (1.2.32b)

which yields that T — M'M is the projection onto A’ (M).
Now let M be symmetric. Then (1.2.25f), Lemma 1.2.12 and (1.2.25b) yields

R(M?®) = R((M*)) = N(M*)* CN (M), s =+, —, (1.2.33)
which, together with (1.2.32b), yields (1.2.31). O
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In Chapter 5 we will use the following properties.

Definition 1.2.15. Two matrices A,B € R*** qgre similar if and only if there exists an
invertible matriz P € R¥** such that PAP™! = B.

Lemma 1.2.16. Let A, B € R¥*F be similar, such that PAP™! = B. The following holds
for every v € R¥:

i) v € N(A) if and only if Pv € N(B),
i) v € R(A) if and only if Pv € R(B),
i)
)

171

v € N(A") if and only if P~'v € N(B), and
w) v € N(A)L if and only if P~'v € R(BY).
Proof. Since B(Pv) = (PAP')Pv = PAv, we obtain
veN(A) & Av=0 & PAv=0 < B(Pv)=0 & PveN(B), (1.2.34)
which yields 1.
Since PA = PA(P~'P) = BP, we obtain

VER(A) & FJw: v=Aw & Jw: Pv=PAw (1.2.35a)
< Jw: (Pv)=B(Pw) & PveR(B), (1.2.35b)
which yields 7.
Since B'(P~'v) = (P'A'P")P'v = P 'A'v, we obtain
veN(AY & Alv=0 & P 'Alv=0 (1.2.36a)
& BY(P'v)=0 & P 'veN(BY, (1.2.36b)
which yields 7.
Since P'A"' = P'AY(P'P") = B'P, we obtain
VENAT=R(A") & TFw: v=A'w (
& Jw: P 'v=P 'Aw (
< Iw: (P 'v) =B (P 'w) (1.2.37c
& P v e R(BY, (

which yields 7v. O
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Lemma 1.2.17. Let M € R*** be real diagonalizable and similar to N, such that RMR ™ =
N. Then

NT=RM'R™', N =RM R}, and (1.2.38a)
sgn(N) = R sgn(M)R ™. (1.2.38b)

If additionally, R'RM is symmetric, then N is symmetric.

Proof. Since M is real diagonalizable by M = PAP~!, N is diagonalizable as

N = QAQ !, where Q = RP. (1.2.39a)
By Definition 1.2.9,
NT=QATQ'=RM'R, (1.2.39Db)
N =QA Q'=RM R, (1.2.39¢)
and
sgn(N) = Q sgn(A)Q ' = R sgn(M)R™. (1.2.39d)

Now let us assume that R'RM is symmetric and show that N is also symmetric by writing
N=RMR'=R‘R'RMR, (1.2.40)

which, since R"RM is symmetric, implies that N* = N. O

The following definition and lemma can be found, e.g., in [41], pg. 331:

Definition 1.2.18. The Drazin inverse of a matric M € R*** is defined as the unique
matriz M* such that

MMM = MY, MM = MM, MM = MF, (1.2.41)

where k = index(M). The index of M is the smallest nonnegative integer k such that
rank(M") = rank(M*™).

Lemma 1.2.19. For every diagonalizable matriz M € R¥** such that
M = P diag(\y,..., \e)P 7, (1.2.42a)

the Drazin inverse s
M =P diag(\l,..., AP (1.2.42b)
with x7 defined in (1.2.30¢c).

Lemma 1.2.20. Let M be diagonalizable and let M* satisfy (1.2.42). The following holds
for every v € R¥:
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i) M*Mv is the projection of v into R(M), and

i) (I —M*M)v is the projection of v into N'(M).

Furthermore,
(M) = (M),
and
R(M?) = R(M),

We note that this projection is oblique, i.e. not orthogonal, in general.

Proof. By Lemma 1.2.19, M* and M are commuting, since
MM = PATAP™! = MM*,

thus
MMv = M(M*v) € R(M).

By Lemma 1.2.5, R(M) = span{p, : \; # 0,1 < i < k}, where P = (p,,...

can write any v € R(M) as

vV = Z a;P;-

it XN #0

Therefore,

M'Mv = ) a,M'Mp, = > )\ 'A\ip,=v, Vv eERM).

i: Ai#0 it N #0
which combined with (1.2.45), yields .

By Lemma 1.2.19,
M(I — MiM) = P(A — AA*A)P! =0,

which proves
(I—MM)v € N(M).

Further note that

I-MM)v=v-MMv)=v, VveNM),
which combined with (1.2.49), yields 7.
Equation (1.2.43a) follows directly from Lemma 1.2.19, since A* = (A

13

(1.2.43a)

(1.2.43D)

(1.2.44)

(1.2.45)
,Pi)- Thus, we

(1.2.46)

(1.2.47)

(1.2.48)

(1.2.49)

(1.2.50)

Since M is diagonalizable, we can apply Lemma 1.2.5 to M and M* to obtain (1.2.43b). O

In Chapter 6, we will define the Lax-Friedrichs numerical flux using the matrices defined

below.
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Definition 1.2.21. For every diagonalizable matriz M € R¥*¥ such that

M = Pdiag(\, ..., \)P 7Y, (1.2.51a)
we define
. M | - M-CI
vt MECT g c1 (1.2.51b)
2 2
where
C= max |\l (1.2.51c)
We further define
M© = oMt MW =M, (1.2.51d)

where M¥ satisfies (1.2.42) and C' is defined in (1.2.30c).

Lemma 1.2.22. Let M € R*** be a diagonalizable matriz, and let 1\7[+, l\U/Ii, MO gnd MW
be as in Definition 1.2.21. Then

M +M =M, (1.2.52a)
M -M =CI, (1.2.52b)
R(M) = RM©) = R(MW), (1.2.52¢)
M —MMY+M +M MY =o, (1.2.52d)
and, if M is invertible,
M -M M9 -M -M MO =o. (1.2.52)

If, additionally, M is symmetric then

MO MDY are symmetric, (1.2.52f)
M and — M are symmetric positive semi-definite. (1.2.52g)

Proof. Equations (1.2.52a) and (1.2.52b) follow directly from Definition 1.2.21.

In order to prove (1.2.52¢), note that M is diagonalizable, thus we can apply Lemma 1.2.5
to M, M@ and M™ to obtain

R(M) = span{p, : \i £ 0,1 < i <k}, (1.2.53a)
R(M©) = span{p, : O\ #0,1 <i <k} = R(M), (1.2.53b)
RMY) = span{p, : CT; £ 0,1 <i < k} = R(M), (1.2.53¢)

which proves (1.2.52c¢).
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To prove (1.2.52d), note that
»1 — op~! (M* ~MTMO + M+ M’M“)) P (1.2.54a)
is a diagonal matrix with zero diagonal values, since
(B =N +C) =N+ OO+ (N —C)+ (N —O)CTA\ =0, 1 <i <k (1.2.54b)
To prove (1.2.52¢), we note that MO = M~ for invertible M, thus
30 — op-! (1\71+ ~MTMO —M - M’M@) P (1.2.55a)
is a diagonal matrix with zero diagonal values, since

() =\ +C) = (N + 0)% —AN=C)=(N=0C)

1

%:o, 1<i<k

If M is symmetric, then P! = P’ which, combined with the definition of M and l\u/Ii,

M© and M® in Definition 1.2.21, yields that M and 1\7[7, M@ and M are symmetric,
which proves (1.2.52f).

Since M and M~ are symmetric and C' > )\;, 1 < i < k, we obtain

: 1
M= 5P diag(h +C.. A+ OP' > 0, (1.2.56)
oo 1
-M = 5P diag(C — A,...,C — \,)P' >0, (1.2.57)
which yields (1.2.52g). O

1.2.2 Notations

By [18], the L9-norm of a function v : D — R* on a domain D is defined by

k 1/q
[vlle.0 = (/ > |Vz-\qu> , 1< g < o0, (1.2.58)
D=1

and, for ¢ = oo,
[Vlloo,0 = esssup [[v(x)]]. (1.2.59)
xeD

These are the norms of the Banach spaces

LYD) ={v(x): ||v]gp < o0}, 1 <g<oo. (1.2.60)
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Holder’s inequality yields
1 1
/ viwdx < ||vllepllWl.p, Vv,we L'(D), 1<qg<r<oo, —+-=1 (1.2.61)
D q T
Let |D| = [, 1dx denote the volume of D. Then

I fllep < \D\l/qfl/THer,D, VvelL (D), 1<qg<r<oo, (1.2.62)

and the Cauchy-Schwarz inequality
/ viwdx < ||v]2.p||[W|a.p, ¥V v,w € L*(D), (1.2.63)
D

which both are a consequence of Holder’s inequality.

We denote the polynomials in x € R? of total degree at most p by

P [ 20N
PP = {Za@ CaX®: Co € R}, p > 0. (1.2.64)

The inverse inequality in [18] states that, for any real 1 < ¢; < ¢u < 00, there exists a
positive constant C' independent of |D| such that

1fllge, < CID[YE"Y0 fllgy 0, ¥ f(x) € Py (1.2.65)

Let S denote any surface in R¥ with smooth parametrization
S={x=x(s): s=(s1,...,5.1) €5}, SR (1.2.66)

Then we define the integral of a function of x over S as

/Sf( )ds—/ NN (220525 ) [dsi o dsic, (1.2.67)

where |A\(v1,...,V,)| denotes the hypervolume of the region bounded by its arguments.
We denote a multi-index by e = (a, ..., ), o; > 0 integers, and define
k k
a|0¢| o%i
= is ‘ ) D(! == - . 1268
D S Ha e 1o (12:63)

=1

Finally, we abbreviate the partial derivative of a function f with respect to the variable x

by
of

fa=7." (1.2.69)
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1.3 Problem Statement

Let d be the space dimension, x = (z1,...,24)" the space variable defined on a domain
Q) € R% and t the time variable defined on [0,7]. Let Ai,..., Ay be constant matrices
in R™™ where m is the size of the system. We seek to find u : (0,7) x Q@ — R™,
u = (ug,...,uy,)" that satisfies the linear first-order system

Z 0 =g(t,x), xeQ, 0<t<T, (1.3.1a)

with source term g : (0,T) x © — R™, subject to the initial and boundary conditions

u(0,x) = uy(x), x € Q, (1.3.1b)

(Z VZAMZ> (Z VZAMZ> (t,x), x€ 0, 0<t<T, (1.3.1¢)

where 0f) denotes the boundary of €2, v denotes the unit outward normal on 02, and

p; = sign(v;), @ = sign(—v;), 1<i<d, (1.3.2)
where
+, ifx >0,
sign(x) = - 1.3.3
gniz) {—, if x <0. ( )

Using the divergence theorem, problem (1.3.1) satisfies

d
7 DUdX:/ng+/8 ZuzAuds (1.3.4)

Dzl

for every domain D in 2 with 0D denoting the boundary of D with outward unit normal
v = (n,...,va), i.c., the rate of change of [, udx is equal to the quantity created by the
source on D and the flux through the boundary 0D. Thus, if the support of u is contained
in 2 and no source term is present, fQ u dx is conserved. For this reason, the system (1.3.1a)
is said to be in conservative form, if g = 0, and in balanced form, if g £ 0.

Throughout this dissertation, we shall only consider hyperbolic systems, which are defined
in [16] as follows:

Definition 1.3.1. The system (1.5.1a) is hyperbolic if and only if the following two prop-
erties hold.

i) The matrices A(p) = Z;j:l wiA;, ¥V p € R are diagonalizable with real eigenvalues,

A(p) = P(p) diagh(p), - Am(p) P()™h Mi(), - Am(p) € R, and - (1.3.5)
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it) Their diagonalization is well-conditioned:

sup [[P(p)|] - [P(p) | < oo (1.3.6)

l[pl[=1

Definition 1.3.2. The system (1.3.1) is Friedrichs symmetric, or simply symmetric, if and
only if the matrices A;, 1 <1 < d, are symmetric.

Definition 1.3.3. The system (1.3.1) is Friedrichs symmetrizable, or simply symmetrizable,
if and only if there is a symmetric positive definite matriz Sy such that the matrices

are symmetric.

Definition 1.3.4. The system (1.3.1) is commuting and real diagonalizable if and only if
the matrices A;, 1 < i < d, are commuting and real diagonalizable.

Lemma 1.3.5. If the system (1.3.1) is commuting and real diagonalizable, then it is sym-
metrizable.

Proof. Let (1.3.1) be commuting and real diagonalizable. By Lemma 1.2.8, there exists a
eigenvector matrix P and diagonal matrices A; such that

A, =PAP ! 1<i<d (1.3.8)

Now choose Sq = P7'P~!, which is positive definite. Then
SoA;, =P AP 1<i<d, (1.3.9)
are symmetric. U

Lemma 1.3.6. If the system (1.5.1) is symmetrizable, then it is hyperbolic.

Proof. The proof of this lemma is taken from [16], page 14:

Let (1.3.1) be symmetrizable. Then S, Uis positive definite and admits a (unique) square
root R symmetric positive definite (see [64], page 78). Let us denote S(p) = Zle wiS;.
Then

A(p) =S;'S(p) = R(RS(u)R)R ™. (1.3.10)
The matrix RS(p)R is real symmetric and thus may be written as Q(u)'S(u)Q(p), where
Q is orthogonal. Then A(p) is conjugated to D(u), A(p) = P(u) 'D(p)P(u), with
P(pn) = Q(u)R ™! and P(u)™' = RQ(p)*. Since our matrix norm is invariant under left or
right multiplication by unitary matrices, we have

PP () = IRIIR, (1.3.11)
a number independent of p. The diagonalization is thus well conditioned. O

Note. Note that if the system (1.3.1) is symmetric, then it is symmetrizable with Sy = 1.
Then Lemma 1.3.5 and 1.3.6 shows that, if the system 1.3.1 is symmetric or commuting and
real diagonalizable, then it is symmetrizable and therefore hyperbolic.
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1.4 Research Goals

In this dissertation we aim to develop efficient and asymptotically exact a posteriori estimates
of the DG discretization error for first-order linear symmetric or symmetrizable hyperbolic
systems. Such estimates are necessary to verify the numerical accuracy of the solution and
to guide and stop mesh adaptivity processes.

We develop a new and modified discontinuous Galerkin scheme for the space discretization
of linear multi-dimensional hyperbolic systems of conservation laws. We choose an enriched
polynomial space P,, P, C P, C IP,11, as a basis for the function space V;‘ on each element.
We perform a local error analysis which shows that the leading term of the discretization
error lies in a polynomial subspace spanned by a linear combination of Legendre polynomials
of order p and p + 1. For special hyperbolic systems, where the coefficient matrices are
nonsingular, we show that the leading term of the error is spanned by (p + 1)"-degree
Radau polynomials. We also establish new pointwise and averaged O(h**?) superconvergence
results.

We then turn our attention to the construction of a new implicit residual-based a posterior:
error estimation procedure. By solving a small system of equations based on the local
residual of the PDE locally on each element, we compute an cost-efficient estimate of the
discretization error . For systems with invertible matrices, the error can be estimated by a
static problem. For general systems, however, part of the error has to be computed by solving
a transient system of equations. Local error analysis suggests that, for smooth solutions,
both error estimates are asymptotically correct, that is they converge to the real error under
h- and/or p-refinement. We first show these results for linear symmetric systems that satisfy
certain assumptions, then for general linear symmetric systems. We then generalize these
results to linear symmetrizable systems by considering an equivalent symmetric formulation,
which requires us to make small modifications in the error estimation procedure. Numerical
results confirm the results of our analysis, for both the symmetric and the symmetrizable case
in one, two and three space dimensions. Examples include the linearized Euler’s equations,
Maxwell’s equations, and the acoustic wave equation, as well as several other systems.

We further investigate the behavior of the discretization error for the Lax-Friedrichs numer-
ical flux. We observe that, while no superconvergence results can be obtained, the error
estimation results can be recovered in most cases. We further develop simple h- and p-
refinement techniques to show that the error estimates can be successfully used to guide the
refinement and coarsening process. Finally, we present numerical results where we apply our
DG formulation to some nonlinear problems.
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1.5 Outline

The thesis is organized as follows: In Chapter 1, we give an overview of the topics discussed
in this dissertation, in particular hyperbolic systems of conservation laws, discontinuous
Galerkin (DG) methods, and a posteriori error estimation. We introduce some notation and
results from linear algebra in §1.2 that will be used within this dissertation. We state the
initial-boundary value problem for a system of conservation laws in §1.3.

In Chapter 2, we present the discontinuous Galerkin formulation for linear systems of hyper-
bolic conservation laws in multiple space dimensions. In § 2.2, we introduce the approxima-
tion operators for the initial and boundary conditions; in § 2.3, we introduce a time-stepping
method used to integrate in time.

In Chapter 3, we discuss linear symmetrizable hyperbolic systems of conservation laws in two
spatial dimensions that satisfy certain assumptions. We present a local error analysis on the
element w = (0, h)? and establish an asymptotic expansion of the local discretization error.
In §3.2.1 we present new pointwise and average superconvergence results. We construct an
a posteriori error estimation procedure in §3.2.2, where we split the error into two parts and
estimate each part separately. Then we show that the error estimates are asymptotically
exact under mesh refinement for smooth solutions.

In Chapter 4, we show that the results of Chapter 3 hold for general linear symmetric
hyperbolic systems in multiple space dimensions.

In Chapter 5, we generalize these results further for linear symmetrizable hyperbolic systems
by showing that each symmetrizable system can be reduced to a symmetric system. While
the superconvergence results extend straightforward, we have to slightly modify the error
estimation procedure for symmetrizable systems.

In Chapter 6, we investigate the behavior of the local discretization error for the Lax-
Friedrichs numerical flux. While no superconvergence results can be shown, we are able to
develop a posteriori error estimates for the Lax-Friedrichs flux under certain assumptions.

In Chapter 7, we show how the error estimation results can be applied to guide both h- and
p-adaptive processes. We demonstrate the usefulness of our error estimation results by a
numerical example. Finally, we apply our DG method to some nonlinear hyperbolic systems
in §7.4.

At the end of each chapter we present some numerical results for one-, two- and three-
dimensional hyperbolic systems that validate our theory.

We conclude with a few remarks and a discussion of our results in Chapter 8.



Chapter 2

Discontinuous (alerkin Formulation
for Hyperbolic Conservation Laws

In this chapter, we present a discontinuous Galerkin formulation for linear systems of hy-
perbolic conservation laws in multiple space dimensions. In § 2.2, we introduce the approx-
imation operators for initial and boundary conditions; in § 2.3, we introduce an explicit
time-stepping method used to integrate in time.

2.1 DG Formulation

In order to discretize (1.3.1), we will use the following polynomial spaces:

Definition 2.1.1. Let P, denote the polynomials in x with coefficients in R™ of total degree

at most p+ 1 and of degree at most p in each space variable x+,...,xq, that is
— [0 2N m
P, = {Za% CaX®: cu €R } . p>0, (2.1.1a)
where
= . < <py. 1.
A, {aER la] <p+1, max o < p (2.1.1b)

Then [P,]™ C P, C [P,+1]™. An illustration of P, for d = 2 is given in Figure 2.1.1.
Now we are ready to define a partition and a finite element space on 2.

Definition 2.1.2. Let the partition T, of the domain @ = (0,1)% into a uniform mesh
consisting of N¢ square elements of size h = N~ be defined as

d
T, = {Hizl(nih, mh+h): 0<n; <N, 1<i< d}. (2.1.2)

21
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p=0

Figure 2.1.1: Polynomial basis of P, for p=0,1,2,3 and d = 2

Then the finite element space V) on [0,T] x Q is defined by

Vi ={v(t,x): V], €Pp wy €T, 0 <t < T} (2.1.3)

A weak formulation of (1.3.1) is obtained by multiplying (1.3.1a) by a test function v,
integrating over an arbitrary element wy, € 75, and applying Green’s identity to write

Ju d ovt
/wh v ( y g) dx = ; 1 /Wh 5 Audx /&Uh viy;Ajuds, w, €7, 0<t<T, (2.1.4)

where Owj, denotes the boundary of w, and v its outward unit normal.

Before we discretize (2.1.4) we need to define a numerical fluz of uy, on dwy, since Vg allows
discontinuities on the boundary Ow, for any wy, € 7;,. We will use the Steger-Warming flux
splitting, as defined in [69)].

Definition 2.1.3. Let the traces of uy € V;} on Owy, be defined by

ul (t,x) = el_i)rél+ w,(t,x —ev), u,(t,x)= el_i)rél+ u,(t,x +ev), x € dwy, (2.1.5a)

where v denotes the unit outward normal on Owy,, and define

wi = sign(v;), i = sign(—v;), 1<i<d, (2.1.5b)
where
fx >0
sign(z) =4 YT=0; (2.1.5¢)
— ifx <.

Then the Steger-Warming numerical flux of u; € V]? on the boundary Owy, for wy € Ty, will
be defined by replacing the flux Z?:l v;Asuy, on Owy, by the numerical flux
d
h(u/, v, ,v) = Z vi(Af ) + Aliay), x € Owy, wy € Th, (2.1.6)

i=1

where A, A7, 1 <i<d, are defined in Definition 1.2.9.
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Then the discontinuous Galerkin method consists of finding uy, € V;} that satisfies

du d ov'
h i i —
/wh vi (E _ ) dx = E ( 5 a—xiAiuh dx — /mh viy(Alal + AY uh)ds) . (2.1.7)

=1
wp €Ty, veP, 0<t<T.

We will define approximations of the initial and boundary conditions uy and ug by functions
in V) in §2.2.

This yields an ODE in time for u;. In our numerical experiments, we use a temporal error
tolerance much smaller than the spatial error by applying a high-order Runge-Kutta method
to integrate in time. However, for the purpose of analyzing the behavior of the spatial
discretization error, we assume the evolution in time to be exact.

2.2 Approximation of the Initial and Boundary Con-
ditions

In order to approximate the initial conditions uy on every element w, € 7, and the boundary
conditions up on every edge on the boundary of €2 by functions in P,, we define some
special approximation operators such that the resulting approximation error is consistent
with the discontinuous Galerkin discretization error. For simplicity, we will only consider
the approximation on the element w = (0, h)%. We need the following definitions:

Definition 2.2.1. We denote the reference element by A = (0, 1)<, its boundary by T', and
the unit outward normal on I" by v. We split I = U?Zl I';, where

D,=T; U, Iy={¢cA: =0}, Tf={¢ecA: &=1}, 1<i<d (221)

For a function on T';, we denote the surface integral by

£(€) do = / F€)dE, €eTs 1<i<d, s—+ (222)

14 (0,1)4-1

where é = (517 NN R A P ,fd)t~

For w = (0,h)?¢ there is an affine transformation x : A — w, x(&) = h&. We split Ow =
U;j:l ~i, where
v=a U, o =x(IY), 1<i<d (2:2.3)

An illustration of A for d = 2 is shown in Figure 2.2.1.
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T v=[0,1]

1 FE
17 [H—
ye[-10] | A Lo
-
2 1

l v=[0,-1]

Figure 2.2.1: The reference element A = (0,1)? for d = 2 with boundary I" and outer normal
unit vectors v.

Definition 2.2.2. The Legendre polynomials of degree p are defined, for instance, by Ro-
drigues’ formula on [—1,1] in [1]:

- 1 dr

Ly(z) = 2}7—])!%[(952 —1)"], p>0. (2.2.4)

Shifted Legendre polynomials of degree p on [0, 1] are defined by

Ly(§) = Ly(26 = 1), p > 0. (2.2.5)
L, (&) is orthogonal to all polynomials of degree not exceeding p — 1 and satisfies
1 ) 1
/ Ly(§)Ly(§)dE = -, / Ly(&)L, (£)dE =2, (2.2.6)
0 2] + 1 0

where 0,q is the Kronecker delta, which is equal to 1 if p = q and 0 otherwise.

The shifted left and right Radau polynomials of degree p on [0, 1] are defined by
R, (&) = Ly(&) + Lp-1(&) and R} (§) = Ly(§) — Ly-1(&), p > 1. (2.2.7)

Now consider the p™-degree Taylor polynomial of a function v(x) € [CP*?(©)]™ about x = 0,

p+1

Tpav(x) = iDO‘V(O)Xa, (2.2.8)

|a|=0

and define the dual set of i by
D(i)={1,2,...;i—1,i+1,...,d}, 1 <i<d. (2.2.9)
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Then we can define the operators II and 7w to approximate the initial conditions and ;,
1 <1 < d, to approximate the boundary conditions as follows.

Definition 2.2.3. We define the approzimation operators 11 : [CPT2(0)|™ — P, and 7 :
CPR@)" = P, as

[v(x) = T 1v(x) — BT Z Ly < ) cj, (2.2.10a)

and
v (x) = Tpy1v(x) — b ZLPH < ) — L, <%> sgn(A;)c;, (2.2.10b)

where ) . FH1v(0
c; = V+(1 ) 1<j<a (2.2.10¢)
apr1 (p+1)! 83:?

and a,y1 denotes the coefficient of EPT' in L, q(€).

We further define the approzimation operator 7; : [CPT2(,)]™ — P, for 1 <i < d on; as

miv(x) L v(x)—hP T Z Ly ( ) —L, <%> sgn(Aj)c;, 1 <i<d, (2.2.10d)

ri=a Jj€D(3)

with a = 0 for~; and a = h for ~;", and where the coefficients c; in m; satisfy the conditions
of (2.2.10c) for j € D(i), 1 <i <d.

These approximations satisfy the following lemma:

Lemma 2.2.4. Let w = (0,h)?, v(x) € [CP™2(@)]™ and € = h™'x. Let 7v € P, on w and
mv € P, on the boundary ~;, 1 <i <d, defined by (2.2.10b) and (2.2.10d), where c; satisfy
(2.2.10c). Then there ezists a positive constant C' independent of h such that

v(x) — hP+1ZLp+1< )c] .

< Ch**?, (2.2.11a)

d
v(x) = mv(x) — WY Ly (%) ~ L, ( h) sgn(A,)c;l|oow < CRP*2, (2.2.11D)

Jj=1

and

T z;
v(x) — mv(x) — hPt Z L, (#) c;— L, (#) sgn(A;)Clloor < CHPT2 (2.2.11¢)
J€D()
1 <7 <d.
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Proof. Applying Maclaurin series to v € [CP1T2(w0)]™ yields

v(x) =Tv(x) + Y Ral (2.2.12)

|| =p+2

where the remainder can be bounded on w as

IV(x) = Tp1v®) oo = || D Rax)x®|| < CB* (2.2.13)
al=p+2 oo
From the definition of 7v in equation (2.2.10b) we observe that
d .
v(x) — T,1v(x) = v(x) — [Iv(x) — b ZLP‘H (#) Cj (2.2.14a)
=1
= v(x) — 1v(x) — hP*! Z Lyai ( ) ¢ — L, ( - ) sen(A;)c;. (2.2.14b)

Substituting (2.2.14) into (2.2.13) we establish (2.2.11b) and (2.2.11a).

Following the same line of reasoning we establish (2.2.11¢), which concludes the proof. [

We note that the approximation 7, ;v defined in (2.2.10b) is only used for the analysis. In
practice we first project v onto [P,41]™ as

d
Lovix) = 3 fAA e K a(©), where val® =TT Eufe). (2215

|| <p+1

Then define the L*-projection onto P, as

TIv(x) = £,41v(x Z Ly (x> G, (2.2.15b)

and a corrected L*-projection onto P, as

mv(x) = Lpv(x) — i <Lp+1 (%) ¢ — L, (%) sgn(Ai)él-) : (2.2.15¢)

where the coeflicients ¢; are defined as

fA p+1 fz) dE

¢ = L 1<i<d (2.2.15d)
fA p+1 gz d€
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Similarly, define the L?-projection on 7} as

Vo (5) ds
ﬁ;s v(x) = ’Y — wa =), s=+4,—, 1 <i<d, (2.2.16a)
- |a§+1 f 1/)2 (%) ds <h>
a; =0

and let 7$v be a corrected L*-projection onto P,, defined by
s i Lo (%\es 1 (4 AE 2.2.16b
mivi) = v = S (Lot () e = Ly () sen(Aney) . (2:260)
JeD(i)
where the coefficients ¢f; are defined as

fps p+1(£j) do

C.. =
Y fFS p+1 5] dO' ’

s=+,—, jeD@E), 1<i<d. (2.2.16¢)

We note that the approximation capability of I, 7 and 7; is not affected by choosing either
T,41 or L,41 as approximation operators, as shown in the following lemma.

Lemma 2.2.5. Let T,41, £,11 and E;j—p respectively, be defined in (2.2.8), (2.2.15a) and
(2.2.16a). If c;, ¢; and ¢; are defined in (2.2.10c), (2.2.15d) and (2.2.16¢), then for v(x) €
[Cr (@)™

L1V — Tpi1V|cow < ChPT2, (2.2.17a)
Ie; — h"*eyl| < CRPF2 1< j <d, (2.2.17h)
and
HEPHV TpHVHooryf < ChP*?, (2.2.18a)
&5, — P eyl < ChP*2) j e D(i), 1<i<d, s=+,—. (2.2.18b)

Proof. To prove (2.2.17a) note that the L*-projection satisfies

IV Lowrvlly, = min v =plly < v - Tavl,, . (2.2.19)
’ PE[Pp1]™ ’

By inequality (1.2.62) and (2.2.13),
IV = Tpavlly, < lwl? v = Thpavl, < CRP w2, (2.2.20)
Thus, the inverse inequality (1.2.65), combined with (2.2.19) and (2.2.20), yields
1Lpsrv = Tyl oo < Clwl ™2 | Lpav — Tpiavlly, < "R, (2.2.21)

which proves (2.2.17a).
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By the definitions of ¢; and £,V in (2.2.15d) and (2.2.15a), we obtain
Lyv(x ZLP+1 ( L)e; € P, (2.2.22)
By the definitions of ¢; and 7);;v in (2.2.10c) and (2.2.8), we obtain
Tpv(x) — b7+ Z Lysi ( 2 c; € Py (2.2.23)

Subtracting (2.2.23) from (2.2.22), multiplying (2.2.23) by L,.1 (%) and integrating w.r.t.
r on w, yields

/w([,erlv() Tpav(x ZLPH< ) _hp+1cj))1:p+1 (‘%) dx =0, (2.2.24)

where we used the fact that [ pL,s (%) dx =0 for all p € P,.
We reorder terms in (2.2.24) to obtain

(Gl

Applying the Cauchy-Schwarz inequality to (2.2.25) yields and dividing by || Ly+1(32)|I3
infers that

lei — e || 2

= /w (Lpirv(x) = Typerv(x)) Lpes (h> dx.  (2.2.25)

1Lp1v—Tpavllzw

€ — hPHley]| < )
HLPH (%)

= |w["2(2p + 3) [[Lps1v — Tps1vlly,, - (2.2.26)

}Q,w

Applying inequality (1.2.62) to (2.2.26) and applying (2.2.17a), we obtain
i — W ei|| < (2p+3) |1 Lpav — Tpiav|l, , S CRPT2 1 <di < d. (2.2.27)

which proves (2.2.17b).
Similarly we can prove (2.2.18). O
On a general element w = Hle(ni, n;+h), n; € R, we define the linear transformation from

A to w by x(€) = (n1 + h&1,...,ng + h&y)" and let vf = x(T'%), s = +,—, 1 < i < d denote
the faces of w.

We also define the approximation operators 7, IT), £, and 7Tp such that m = 7, IT = IL,

Lo =Ly and 7 % = 7 for w = (0, h)? and polynomial order p.
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Then the DG formulation for the initial-boundary value problem (1.3.1) consists of finding
uy, € V;j that satisfies

d
/th (% N g) dx = ZZI ( ) g—;Aiuh dx — /&u vivi(Alaf +A§“uh)ds) ,
VveV weT, 0<t<T, (22.28a)

subject to the initial and boundary conditions

u,(0,%) = myug(x) or un(0,x) = I ug(x), xE€w, weT, (2.2.28b)

(A + 1AL, (t,x) = (1A + VQAQQ)W;"SuB(t, x),
xey NI 1<i<d, s=+,—, weT, 0<t<T. (2.2.28¢)

2.3 Time Integration

Embedded Runge-Kutta methods that solve ordinary differential equations of the form

dy
— = It 2.3.1
)] (23.1a)
are defined by the general formula
Yt = Yo+ ALY biki, Yhay = yn + ALY bk, (2.3.1b)
i=1 i=1
ki = f (tn + Ay, + ALY aijkj), (2.3.1c)
j=1

where yr , is of higher order of convergence than y,,;, and At is chosen such that the
temporal discretization error estimate ||e,41/|2,0 = [|Ynt1— V511 ]l2,0 < tol, where the tolerance
tol is prescribed by the user.

We use a time tolerance of tol < g|lu(T,x) — L,41u(T,x)|[2,0 to insure that the temporal
error at time 71" will be far smaller than the spatial discretization error.

To specify a particular method, one needs to provide the number of stages s and the coef-
ficients agj,0;,b7,¢;, 1 < 4,5 < s. These data are usually arranged in a extended Butcher
tableau,

Ci |11 Q2 ... Qs

Co | Q21 Q22 ... Az
. (2.3.1d)

Cs | Us1 Os2 ... (Ogs

by by ... b,

brobs ... b
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Here we use the explicit Dormand-Prince method, as described in [37], whose extended
Butcher tableau is given by

0

1/5 1/5

3/10|  3/40 9/40

4/5 | 44/45 —56/15 32/9

8/9 | 19372/6561 —25360/2187 64448/6561 —212/729

1 9017/3168 —355/33 46732/5247  49/176 —5103/18656

1 35/384 0 500/1113 125/192 —2187/6784 11/84
5179/57600 0 7571/16695  393/640 —92097/339200 187/2100 1/40

35/384 0 500/1113 125/192 —2187/6784 11/84 0
(2.3.1e)

The first row of b-coefficients gives the fourth-order accurate solution, and the second row
b* has order five.

One could have used a TVD Runge-Kutta scheme. However, since we are only interested in
the spatial discretization error, this will not affect our results.



Chapter 3

Error Analysis for Linear Symmetric
Hyperbolic Systems

In this chapter we will investigate the asymptotic error behavior for the DG Method on one
element w = (0,h)? for d = 2 applied to linear symmetric hyperbolic systems under the
assumptions of Lemma 3.1.1 below.

Thus, let Ay, Ay be symmetric matrices satisfying the conditions of Lemma 3.1.1, and let

u € [C%([0,T],CP*2(Q))]™ be the solution of
u;+Au,, +Au,, =g(tx), xe€Q 0<t<T, (3.0.1a)
subject to the initial and boundary conditions
u(0,x) = up(x), x€Q, (3.0.1b)
(AP + AL u(t,x) = (AP + AP up(t,x), x€dQ, 0<t<T. (3.0.1c)
Then the DG formulation on the element w consists of finding u;, € P, that satisfies
/ \4 (uh,t + Ay, + A2uh,x2 - g) dx
+/ Vi AN + 1A (w, —uf)ds=0,VveP, 0<t<T, (3.0.2a)
ow
subject to the initial and boundary conditions

uy,(0,x) = mup(x) or uy(0,x) = [Muy(x), X € w, (3.0.2b)

(A + 1 AP, (t,x) = (AP + 1AL mu(t, x),
xey,1<i<d, 0<t<T, (3.0.2¢)

31
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where u = ug on the boundary of €.

We will perform a local error analysis by writing the local error as a series and show that
its leading term can be expressed as a linear combination of Legendre polynomials of degree
p and p + 1. We apply these asymptotic results to observe that projections of the error
are pointwise superconvergent in some cases and establish superconvergence results for some
integrals of the error. We further apply these asymptotic results and solve relatively small
local problems to compute efficient and asymptotically exact estimates of the finite element
error. Finally, we present some computational results for one- and two-dimensional systems.

3.1 Local Error Analysis

We will denote the dual of j as j' =3 — j for j =1, 2.

Then we are ready to state and prove several preliminary lemmas.

Lemma 3.1.1. Let Ay and Ay be symmetric matrices such that the m x (m — r) matriz
P,o, j=1,2, denotes the matriz of all (m — ) orthogonal eigenvectors associated with the
zero eigenvalue of A;. If the matrices Ay and Ay satisfy either of the following assumptions

i) A;j is invertible for j =1 or j =2,
i) N(P!,A;P;o) = {0}, forj=1orj=2,

then N'(Ay) NN (Az) = {0}.

Proof. If either Ay or A is invertible, the proof is straightforward. Now let us prove the
lemma if one of the remaining conditions are satisfied. Without loss of generality, we assume
j = 1 and let q be an arbitrary vector in N (A1) (N (Az). Thus, A;q = 0 and Ay,q =0
which are equivalent to

A O

P§A1P1W = (0 0

) w =0, and P! A,P,w = 0, (3.1.1)

where w = P|q with P; = [Py, Py 5] containing the eigenvectors of A;.

Thus, if we split w as w = (w1, wo)’, where w; € R”, then Aw; = 0 yields w; = 0.

On the other-hand Pt1A2P1W = 0 yields P§72A2P172W2 = 0 which, in turns, leads to w, = 0.
Therefore, w = q = 0. O

Here we note that the converse of the previous lemma is not true.
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Lemma 3.1.2. Let Ay and Ay be symmetric matrices satisfying one of the assumptions of
Lemma 3.1.1. If q € P, satisfies

/ vi(Aiqg, +Asqy,) dE — /vt(ylA’f1 +1nAL?)qdo =0, vEP,, (3.1.2)
A r
then q =0 on A.

Proof. The proof follows the same line of reasoning for all possible cases. Here, we present
the proof for assumption 2 of Lemma 3.1.1 with j = 1 only.

First we integrate (3.1.2) by parts to obtain

- / (Vi A1+ Vi, Ag)qd€ + / Vi A + 1, AL?)qdo = 0. (3.1.3)
A

T

Adding (3.1.2) to (3.1.3) and testing against v = q we note that by the symmetry of A; and
A, the double integrals on A cancel out. Thus, q satisfies

/ dr (AP — AP )qdo + / d'ra(AL — AB)qdo
I

I's

Z/lﬂAT—Ame+/uﬂA;—A@mw:0 (3.1.4)
I

I's

Since (A] — A;) is symmetric positive semi-definite it admits a Cholesky factorization
(Af —A;) =LIL,. Thus, (3.1.4) can be written as

/ |Laal? do + / | Lol do = 0. (3.1.5)

Thus, L;q = 0 on I'; which yields
Li(Liq) = (A —A;)q=0o0onT;, 1<i<d. (3.1.6)
which combined with flux property (1.2.25b) leads to

Aiq

r,=0,i=12 (3.1.7)

Testing against v = Ajq + Axqg, in (3.1.2) and combining the resulting equation with
(3.1.7) lead to

/WAM&+AmQF%:0, (3.1.8)
A

which in turn yields
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Next, we let

A O B, B
B1 = P§A1P1 = |:0 0:| s and BQ = PiAQPl = |:B; B;z:| s (3110)
where Pl = [PLl,PLQ] and Bz] = Ptl,iAQPL]'? Z,j = 1, 2.
Applying A1q|r, = 0 we write
Blw‘pl = AWl‘Fl = 0, (3111)
where w = P'q = (w1, wy)!. This establishes w|r, = 0.
On the other-hand Asq|r, = 0 leads to
]32W|F2 == 0, (3112)
which can be split as
(B1iwy + Biaws)|r, =0, (3.1.13a)
(B21W1 + BQQWQ)’FQ = 0. (3113b)
Pre-multiplying (3.1.9) by P’ yields
AWL&—F B11W1,§2 + B12W27§2 = 0, (3114&)
B21W17§2 + B22W27§2 =0, E e A. (3114b)
Since Bsj is invertible, we can express wag¢, as
Wae, = =By Bawig,, (3.1.15a)
which leads to
AWLfl + (Bll — B12B;21B21)W17§2 = 0, 5 € A (3115b)
Combining the fact that wy|r, = 0 and (3.1.15b) we establish that
ak
oML 0, £eA k>0,1=0,--k (3.1.16)
98106,

Since w; is a polynomial, w; = 0.

Combining (3.1.13b) and (3.1.15a) we establish that wa|a = 0. Thus, q =0, & € A. which
completes the proof of the lemma. O

Now we are ready to state the main theorem for the local spatial discretization error.
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Theorem 3.1.3. Let Ay and Ay be symmetric matrices satisfying the conditions of Lemma
3.1.1 and let u € [C*([0, T], CP**(@))|™ and uy, € P, be the solutions of (3.0.1) and (3.0.2),
respectively, on w = (0,h)?. Here wy, is computed by approximating the boundary conditions

as
u, (t,x) =mu(t,x), 0<t<T, xevy, 1<i<d, (3.1.17)

and using as initial conditions either muy or ITuy.
Then the local finite element error on w, att = O(1) and p > 1, can be written as

2

e(t, h€) = u(t, hg) —wy(t, h€) = WP (Lypia(§)es(t) — Ly(&)d; (1) + O(hPH?), (3.1.18a)

j=1

where
Afc(t) —Afdi(t) =0, A;c;(t)+A;d;(t)=0, 1<i<d. (3.1.18b)

Proof. Subtracting the weak DG formulation (3.0.2) from (3.0.1), the local discretization
error e = u — uy, satisfies the DG orthogonality condition

/vt(evt + Aje,, + Ase,,) dx+/ Vi AP + 1AL ) (e —eT)ds =0, v € P,. (3.1.19)
w Ow

Apply the scalings 7 = + and £ = ¥ to write é(7,§) = e(T', h§) to obtain

h ) )
/Avt(?é,TJrAlé@ L Asey,) d§+/rvt(y1A’1“ AR (& &MY do =0, v € P,. (3.1.20)

In order to investigate the asymptotic behavior of the local error, we start by writing the
Maclaurin series of € with respect to the mesh parameter h as

p+1

&(r, &) =) hray(r, &) + O(h*?), (3.1.21)

k=0

where
1 d*(u — w,)(7T, €h, h)

k(7. €) = 5 T (3.1.22)

We used the fact that uy(t,x, h) is a function of ¢, x and h.

Next, from the definition of m;u in Lemma 2.2.4, €~ satisfies

e (1,6) = (u—mu)(r,&) =ra(r, &)W + O(WPF?) for £ €Ty, (3.1.23a)
e (1,6) = (u—mu)(r,§) =r1(r, &)W + O(RP*?) for £ €Ty, (3.1.23b)

where

ri(7,&) = Lpr1(&)&i(7) — Ly(&)di(T), (3.1.23¢)
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with, using property (1.2.25d),

— L1 2 ko (3.1.23d)
C;(7) = c;(t = u(t, , 1.

( ( t=71T CLp+1 (p + 1)' axgﬂrl ( ) t=71T

AFé(t) — AFdi(r) =0, and A7¢;(7) + A7 d,(7) = 0. (3.1.23¢)

Substituting (3.1.21), (3.1.23a) and (3.1.23b) in (3.1.20) yields

pt1

Z hk/ Tk + Arlgg, + Azdy,) d€ — / (1AL + 1, AL)q, do

— Rt (/ viv Alry do +/ Vi Abr) da’) + O(hP*?). (3.1.24)
I 1)
Now we will use induction to prove that q, = 0, k£ = 0,1,---,p by first assuming that

T = O(1) and setting to zero all terms having the same power of h. Thus, the O(1) term
q, satisfies the orthogonality condition

/ Vi (A1qqe, + Azqgg,) d€ — / Vi Al + 15AL%)qpdo =0, v € P, (3.1.25)
A r

By Lemma 3.1.2, q, = 0.
Now assume that q; =0, j=0,1,---,k —1 < p. Thus, the O(h*) term is written as

/ Vi (A1qg, + Aoqy,) d€ — /Vt(ylAﬁ_“ +1AL?)q,do =0, vEP, (3.1.26)
A r

By Lemma 3.1.2, q;, = 0 on A. Thus, by induction, q;, =0, 0 < k < p.
The O(hP™!) term satisfies the orthogonality condition

/ Vt(AlqurLél + A2qp+1,€2) dg
A
= / v Al (q,, —12) do +/ VAL (q,,, — 1) do, (3.1.27)
Iy 1)

By equation (3.1.21),
1 dP ™ (u— ) (7T, &)

qp+1 (Ta 5)

(p+ 1)! dhptl1 he0
1
— Z aDa(u —uy,)(7T,0)&"
|o|=p+1 ’
2 1 @p+1

- p+1 ( uh)(TTa 0)£f+1 + P (T: 5), (3.1.28)

=1
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where, for a fixed 7, p,(7,&) € P,. By equation (3.1.23c)

[\

2

Zri(Tagi) = Z p+1 51 Z_Lp(fi)ai)

i=1 =1

2 1 ot +1
- Z p +1 | a p+1 U(TT, 0)55) + p2(7-7 E)a (3129)
=1
where p, € P,. We further note that since u;, € P, 3(;’+p+ulh — 0, which in turn leads to
A1 (7,€) = 11(7,61) = 12(7, &) = Pi(7,€) = P2(7,€) = p(1,£) € Py (3.1.30)

Noting that ry is independent of &, r; is independent of &, solving (3.1.30) for g, and
substituting into (3.1.27) yields

[V AP+ Aslp ) ) de
A
= / vir A (p+ 1)) do + / Vi AL (p +1y)do, v € P, (3.1.31)
Fl FQ
Integrating [, v/(Airig, + Aorae,) d€ by parts, (3.1.31) becomes

/ Vt(Alp@ + A2p7§2) d£ — / VfglAlrl + V?&AQI'Q dE
A A

= / viv(A'p — Al'r)) do +/ viv(ALp — Abry) do, v € P, (3.1.32)
IN

1)

Since r;(7,&) = Lyp1(€)¢(1) — Ly(&)di(7), by the orthogonality of Legendre polynomials
we have

/ Vi ATt + Vi, Aoty d€ = 0, v E P, (3.1.33)
A
Using (3.1.23¢), (3.1.23d), L,(0) = (—1)? and L,(1) = 1, we further show that

Afri(r,1) = Af (L1 (1)&(7) — Ly(1)di(7)) = Aféi(r) — Afdi(r) = 0, (3.1.34a)
ATri(7,0) = A7 (L1 (0)&:(7) — Ly(0)di(7)) = (=1)P(A7¢(7) + A dy(7)) = 0. (3.1.34b)

Thus, we have established that

=0, 1<i<d. (3.1.35)

Combining (3.1.33) and (3.1.35) with the orthogonality condition (3.1.32) leads to

/ VI(A1pg, + Aspy,) dE = /Vt(l/lAll_“ + 1AL )pda, v EP,. (3.1.36)
A r
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By Lemma 3.1.2, p = 0 on A, which, when combined with (3.1.30), yields

Api1 (7€) = 11(7,&1) +12(7, &2). (3.1.37)

This completes the proof. O

3.2 Superconvergence and A Posterior:t Error Analy-
sis

In this section we investigate pointwise superconvergence for DG solutions and describe
procedures to compute asymptotically correct a posteriori DG error estimates under mesh
refinement.

3.2.1 Superconvergence

In order for the DG solution uy to be O(hP*?)-superconvergent at few points in element
w, the leading error term shown in Theorem 3.1.3 has to be zero at these points. This
pointwise superconvergence happens only for special hyperbolic problems as shown in the
following theorem.

Theorem 3.2.1. Under the conditions of Theorem 3.1.3 with p > 1 we let éj, 7=1--.p+
1, denote the roots of Ry ,(§), s =+, — shifted to [0,1]. Thus,

i) If z is a unit vector in the union of the spaces R(A]) (N R(AT), s,0 =+, —, then the
projection z'e(t,x) of the local error onto span{z} is O(hP™2) superconvergent at the
points (t,x) = (t,h&, hET), 1 <k,I<p+1,t=0(1), ie.,

z'e(t, h&;, h&y) = O(hPT). (3.2.1)

i) Moreover, if vi(a) = {x € (0,h)* : 2y = a}, 0 < a < h and if v € Pp_y is a unit
vector with respect to the C* norm, then, at a = h&;, 1 < k < p+ 1, we have the
superconvergence of the following error averages

1

—/ VviAfeds = O(RP?), i=1,2, s =+, —, (3.2.2)
h Sy ng)

and

SRS

/ vi(Alie + Ale ) ds = O(hP™?), i =1,2, s =+, —. (3.2.3)
,Yg

i
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Proof. We prove (3.2.1) by assuming that there exists a unit vector z € R(A]") for i = 1
and i = 2, i.e., there exists v; such that Afv;, =z, i =1,2.

Left pre-multiplying (3.1.18a) by z' and evaluating the resulting function at the points
(6, h& hEF), 1 < kIl <p+1, we obtain

Zte(tv hglj? hglJr) - thrl(Lp—l—l(glj)Ztcl - Lp(glj)ztdl)

+ WLy (&7 er — Ly(§F)2'da) + O(R7*?). (3.2.4)
Applying (3.1.18b) yields
z'd; = viAld; = viAl ¢, = z'c;. (3.2.5)
Combining (3.2.4) and (3.2.5) we prove that
z'e(t, h&F, hET) = O(hPT?). (3.2.6)

Following the same line of reasoning we establish (3.2.1) for all other cases.

Let v € P,y be a unit vector in [C*°|™ norm and apply the orthogonality of Legendre
polynomials and the relations (3.1.18a) to obtain

1 L, _
E/ - V'AJeds = —/ VI(RES zo) AT e(t, hE), 1) das
1 (ED) I Jo

1
_ / V(hEF, hey) ATe(t, hEY, hey) dés
0
1
hp+1/ VtAIr (Lp—i-l(g]j)cl - Lp(g]j)dl + Lp+1(§2)c2 - Lp(&?)d2) d§2 + O(hp+2)
0

1
= B[V (L l€) — L(E) AT didea + O0)
0
= O(h*?). (3.2.7)
The estimate (3.2.2) holds on 7;(h&E), @ = 1,2 for AF.

By virtue of (3.1.17) we note that on ;"
T2

e (t,x) =u(t,x) — mu(t,x) = th[LpH(%)cg - Lp(ﬁ)dg] + O(hPt2). (3.2.8)

Since 1 and 0, respectively, are shifted roots of R;r 1 and R, applying (3.2.2) we will prove
O(h?*2) superconvergence of the flux for ¢ = 1.

1
—/ vi(ATe+ Aje )ds
h )y

1
- / vafederhp“/ Vi Ly (S2)ATco + Ly(Z2) AT dolds| + O(hP*2).  (3.2.9)
ho| ot w h h
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Now, combining (3.2.9) and (3.2.2) yields (3.2.3). We presented the proof for i = 1 with
a = h. Other cases can be treated using the same line of reasoning and are omitted. O

3.2.2 A Posteriort Error Estimation

In this section we present an a posteriori error estimation procedure which consists of com-
puting asymptotically exact local and global error estimates of the DG error. In Theorem
3.1.3 we showed that the local discretization error for the DG method on a physical element
w = (0,h)? can be written as

2

e(t,hg) = u(t, hg)—uu(t, hg) = WY (Lpa(&)e;(t)—Ly(&)d; (1) +O(hP*?), (3.2.10a)

j=1
where ¢;(t), d;(t), i = 1,2 satisfy
Afc(t)— Afdi(t) =0, A;ci(t)+A;d;(t)=0, i=1,2. (3.2.10b)

In this following we consider problems where the matrices A;, © = 1,2 may be singular and
satisfy assumptions of Lemma 3.1.1.

Let us subtract equations (3.2.10b) and solve for d; in terms of ¢;, using Lemma 1.2.13 and
property (1.2.25d), to write

d; = Al(AF — A7 )e; + d% = (ATA))sgn(A))e + d™ = sgn(A;)ct + d. (3.2.11a)
Moreover, from the direct sum R™ = N(A;) N (A;)* we split ¢; as
c; =cl +cX (3.2.11b)

where ¢, d¥ € N(A;) and ¢, di- € N(A,)".

Hence, the leading term of the spatial discretization error (3.2.10a) can be split into two
parts as

e=e"+e* 4O, (3.2.12a)

where
et (t,hg) = hrtt Z [Lp+1(&5) — Lp(&5)sgn(Ay)] ¢ (1), (3.2.12b)
Nt hE) = WY (Lya(&)eR(H) = Lyle)dR (D). (3.2.12¢)

We note that for invertible matrices A;, i = 1,2, the error component e*(¢,x) = 0.
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Next, we develop an a posteriori error estimation procedure for estimating both e and e™ (if
needed). We end the section by proving that, for smooth solutions, our local error estimates
converge to the true error under mesh refinement. Up to this point we are not able to prove
the asymptotic exactness of our global a posteriori error estimates. However, computational
results for several hyperbolic systems shown in § 3.3 suggest that our global a posterior:
error estimates are asymptotically exact under mesh refinement for smooth solutions.

The a posteriori error estimation procedure to compute estimates for e+ consists of deter-
mining

[\

Lt hE) = 3 [Lyper (&) — Lyl&))sen(A)] 71 (1), vE € N(A)*, (3.2.13)
7j=1
such that
/ L, (%) w' [w, + A (w, + BY) , + Ag(wy, + BY) ,, — g] dx =0, (3.2.13b)

weNA) i=1, 2
By Lemma 1.2.13, P, = AZTAi is symmetric and projects any vector in R™ into N(A;)*.

Therefore, the columns of P; span AV/(A;)*. Testing against all columns of P;, we can replace
(3.2.13b) by the system

/ L, <%> P; [uh,t + Aq(uy, + El),xl + As(uy + EJ-)@2 _ g] dx=0,i=1, 2, (3.2.14)

which can be reduced to

/wLp ( h) ., ( h) dx Ayl =t (3.2.15a)

where t.; is the projection of the residual defined as

T
ok = / Ly (5) Pilg = s = Aty — Asuy,) dx. (3.2.15b)

This can be reduced further to obtain

2h Ay =t i=1,2. (3.2.16)

Cp.i>

Since t,;; € N'(A;)*, we can solve (3.2.16) to find the unique solution v;- € N'(A;)*,

= zhAI v, i =1,2. (3.2.17)
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Now we turn to estimating the error component e* lying in the polynomial space

b= {00 =3 (e (B) a1 (2)p) abenianh oy

which contains nonzero elements only if at least A; or A, is singular.

By Lemma 2.2.4, u — u; on dw and (uy — uy)(0,x) on w satisfy

(= w)(t hE) = WP (Lyia(€)ei(t) — L(E)Ai(1) + O(WH?), x € 7y, i = 1,2, (3.2.19)

2

(up — uy) (0, hE) = Z R (L1 (€5)c;(0) — Ly(€5)d;(0)) + O(RPT?), x € w, (3.2.20)
j=1
where ¢;(t), d;(t), i = 1,2, satisfy
Afci(t)—Afdi(t) =0, A;ci(t)+A;di(t)=0,i=1,2. (3.2.21)
Therefore, we can define E¥(0,x) on w and E™(¢,x) on dw by
E*(0,x) = e%(0,x), x€cw, (3.2.22a)
and
E~(t,x) = WP (L1 (&)ei(t) — Ly(&)di(t), x €7, i=1,2, (3.2.22b)

where ¢’ denotes the dual of 1.

Now let us approximate €™ by determining

2

E*(t,h€) = > Ly (§)7F — Ly(&)87, (3.2.23a)

j=1

such that
/ v (), + E™) 4+ Ajw,,, + Aoty ., — g| dx
+ / Vi AP+ AR (uy + BT —u, — EF —E¥)ds =0, Vv € &,.(3.2.23b)
Ow
By Lemma 1.2.14, (I—P;) is the projection into NV'(A;). Hence, the columns of L, (&;)(I—P;)
and L,(&)(I—P;) span &,.
Applying the projection (I — P;) to (3.2.23b) yields the following system

T
/ L <ﬁ) (T—Py) [(wp + B + Aywy s, + Asuy,, — g] dx

+ / L, <%> (I—P) (A + 1A (u, + E- —u;, — E- — E%)ds
Ow

=0, m=pp+1,i=12 (3.2.24)
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Equation (1.2.31) yields (I — P;)A% = 0, which can be used to write (3.2.24) as

[on(3) a-poBtax— [ L () @-PowAl B as ~ k. (3225
w Yir
where tg‘m is the projection of the residual given by

tfm = - / L, <%> (I - Pi) (uh,t + Aluh,:u + A2uh,xz - g) dx
—/ Ly, (%) (I—P) (g AL ) (uy + E~ —u, —Et)ds,  (3.2.25b)
Vil

with ¢’ denoting the dual of i defined in (2.2.9).
For m = p+ 1, (3.2.25a) can be reduced to

i d i i
[ B (B)ax dm = [ 22 () Q-PoGwAl wids =y (3:226)
; n) .y I
which is equal to
d
W2 = F + h(I = Pi)(A) — A v = (20 + 30, (3.2.27a)

dt

For m = p, we get similarly

d
h%d? +h(I—P)(Af — A;)8F = (2p+ 1)F, (3.2.27b)
subject to the initial conditions
v(0) = h*Te;(0),  8F(0) = hPH1d;(0). (3.2.27¢)

We are ready to state and establish the convergence of the local error estimate for e and

e®

Theorem 3.2.2. Under the assumptions of Theorem 3.1.3 with p > 1, let us consider the

error estimate
2

B (118) = 3 [Lpa(§) — Ly(&)sn(Ay)] 5 Aley, (3:2.28)

J=1

where v, ;, j =1,2 are defined in (3.2.15b). Then, at t = O(1),

et (t,x) = EX(t,x) + O(h"*?), x € w. (3.2.29)
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Proof. Since the true solution u satisfies equation (3.0.1), we have

/Lp (%) Pilu;+Aju,, +Asu,, —g]dx=0, i=1,2. (3.2.30)
Subtracting (3.2.14) from (3.2.30) yields
Li L L
/ Ly (5) Pifer+ Arfe ~ B, + Asle — BY)..,] dx =0 (3.2.31)

Applying (3.2.12a) and A;e% =0, i = 1,2, (3.2.31) becomes

/ Ly, <%) Pi [e,t + A1(eJ‘ — EL),xl + Ag(el — El)’m] dx = 0. (3.2.32)
Applying the linear transformations ¢t = T'r, T' > 0, and x = h€, (3.2.32) becomes
h. NI ol
Lpl&)Pi | 8r + Ar(e” — B )g + As(e — B g, | d€ =0, (3.2.33)
A

where &(7, &) = e(7T, h€). By substituting the definitions of e* (3.2.12b) and E* (3.2.13a)
into (3.2.33) we get

A

where we used the orthogonality properties of Legendre polynomials. This can be further
simplified to

ﬂgzitl)sgn(Ai)é,T +2A,(hPTe — &) = O(RPT?), (3.2.35)
Thus, at 7' = O(1), we have
2A(h"Tet — ) = O(hPT). (3.2.36)
Since ¢i, v € N(A;)1, it follows that
~iE(t) = hPT e (1) + O(hPTY), i=1,2, (3.2.37)
which establishes (3.2.29). O

Next, we will state and prove a technical lemma before stating and proving our last theorem.

Lemma 3.2.3. Let Ay and Ay be symmetric matrices that satisfy the assumptions of Lemma
3.1.1 and q € &,. If q satisfies the orthogonality condition on the reference element

/ vi(Aiq, + Asxqy,) d€ — / Vi A + 1 AL)qdo =0, V v EE, (3.2.38)
A T

then q = 0.
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Proof. First we integrate equation (3.2.38) by parts to write

- / (v, AL+ V', Ay) qd€ + / Vi A" + 1,AL?)qdo = 0. (3.2.39)
A r

Adding (3.2.38) and (3.2.39) and setting v = q, the integral on A vanishes because of the
symmetry of A; and Ay, and we get

/ q'(AT — A])qdo —1—/ q'(Ay — Aj)qdo = 0. (3.2.40)
Fl FQ
Since q € &,, there are a;,b; € N (A;) for i = 1,2, such that

2

a(€) =Y Ly(&)ai — Ly(&)bs. (3.2.41)

=1

Combining property (1.2.25b), (A — A7 )a; = (A} — A;)b; = 0 for i = 1,2, and (3.2.40)
we obtain

1, ) 1 )
AF— A . BYAT—AT)D
2p+3a2( 1 1)a2+2p+1 2(A] 1 )b
1 _ 1 _

Since (A —A; ) is positive semi-definite, there exists a matrix L; such that L!L; = (A —A;)

2

for i = 1,2 and (3.2.42) can be written as

1 1 1 1
—||Lias|? Lib,|? Loay ||? Lob.||?> = 0. 3.2.43
2p+3’| 10| +2p+1’| 1b| +2p+3|| 2ay || +2p+1|| 2b|| ( )
This leads to
L1a2 = L1b2 = L2a1 = L2b1 = 0. (3244)

We pre-multiply Lias; and Liby by L’i and Loa; and Lsb; by L; to show that
(A —AD)as = (A —A])by = (Ay — Aj)a; = (A7 — A))b = 0. (3.2.45)

We combine Lemmas 3.1.1 and 3.1.2, which yield N'(A;) NN (Az) = {0}, the definition of
&, and property (1.2.25b) to infer that a; = by = 0 and a; = b; = 0. Thus, we establish
Lemma 3.2.3. O

Now we state and prove the convergence of the error estimate E™ to €® under mesh refine-
ment.



Thomas Weinhart Chapter 3. Error Analysis for Linear Symmetric Hyperbolic Systems 46

Theorem 3.2.4. Under the assumptions of Theorem 3.1.3 with p > 1 we let
2
E(t,h€) = 3 Ly ()75 () — L(&)5%(1). (3.2.46)
j=1

=, i =1, 2 are solutions of (3.2.27) and (5.2.25b).
Then, at t = O(1),

where vF, 8

e®(t,x) = E*(t,x) + O(W"*?), Vx € w. (3.2.47)
Proof. Since the true solution u is continuous and u = u~ on dw, u satisfies
/ viu, + Aju,, + Asu,, —g] dx
+ /a VI AP + AL (u” —u)ds =0, VvEE,. (3.2.48)
Subtracting (3.2.23b) from (3.2.48) gives
/ vi[(e—E¥),+ Ase,, + Ase,,] dx

+ / v A" +1,AR) (e —E" —e+EX +E¥)ds = 0. (3.2.49)
ow

Using the definition of E+ and E® and the orthogonality properties of Legendre polynomials
one can easily check that the following holds

/ v [Ef + A(ET+EX),, + Ay(EF +E%) ] dx=0, VveE,. (3.2.50)
Subtracting (3.2.50) from (3.2.49) gives for e =e —E* —E* and e = e~ — E~

/ vies+ Ar€ey, + Age ] dx + / Vi AP + 1AL (€7 —€)ds = 0. (3.2.51)
w Ow
Applying the linear transformations ¢t = T'r, T'> 0, and x = h§, (3.2.51) becomes

/ vt {%eﬁ +Ajeg, + AQ%} dx + / Vi AP 1 AR (em —€)do =0.  (3.2.52)
A r

The Maclaurin series of € with respect to h is

p+1

e(t,€) = hFqy(t.€) + O(h*?). (3.2.53)

k=0
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Since et — B+ = O(h?*?), q;, € &,, for k < p + 2.

Substituting € (¢,£) = O(h**™?) (from the definition of E~ (3.2.22b)) and (3.2.53) into
(3.2.51) yields

p+1

h _ _
Z h’“(/ v {qu’t + Aiqy,, + qukm} dx — /vt(mA’f1 + 1, AL?)q, da)
k=0 A g
= O(hP*?), (3.2.54)

which infers that all terms of the same power in h are zero.
For instance, the O(1) term leads to the orthogonality condition for g
/ vl [A1qg,, + Asqg,,| dx — / Vi A +1,AL%)qudo =0, Vv EE,. (3.2.55)
A r
By Lemma 3.2.3, q;, = 0.

Using induction, we assume that q, = 0, 0 < < k— 1, and apply the O(h*) term to obtain
the orthogonality condition

/ v [A1qy ., + Acqy,,]| dx — /Vt(VlAll_“ +1AL?)q,do =0, Vv EE, (3.2.56)
A r

Again, by Lemma 3.2.3, q;,, = 0.
Hence, q, =0, k=0,--- ,p+1, i.e,

e(t, &) = O(h*™?), (3.2.57)

which completes the proof. O

We conclude this section by noting that the transient estimate E*(t,x) € N (A1) PN (Ay).
Hence, the stationary error estimate El(t, x) is accurate only for the error component lying

in (NV(A;) BN(A))* .

3.3 Computational Examples

We validate our theory on one- and two-dimensional linear symmetric hyperbolic systems.
The accuracy of a posteriori error estimates is measured by the local effectivity indices

Ell L2
9, = IEllz20 (3.3.1)

lellzzws
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and the global effectivity index with respect to the L? norm

E
g [Bll2@ (3.3.2)

lellz2)
The componentwise effectivity indices are defined as

t
o — (HE1||2,Q HEmHZQ) . (3.3.3)

ledllee” 7 llemll20

We also need the componentwise L?-error

lell = (leillza, -+ llemllz0)" (3.3.4)
where E = (Ey,--- ,E,) and e = (e1, - ,e,)"

Ideally, the effectivity indices should approach unity under mesh refinement.

3.3.1 Examples for Superconvergence

We start with an example to validate our superconvergence results of Theorem 3.1.3. Then,
we apply our error estimation procedure to several problems to show that computations and
theory are in full agreement. We note that, we study only the spatial component of the DG
discretization error only and in all numerical computations we integrated in time using the
Dormand-Prince method with a very small time-step, as described in §2.3. Therefore we
assume the temporal component of the error to be negligible. We use the L?-projection ITu,
to approximate the initial conditions and 7, 7 to approximate the boundary conditions.

Example 3.3.1. We consider the linearized one-dimensional Euler equations with proper
time and space scalings

(Z),tJFA(z),m: (8) e (0,1), 0<t<1, A= ((1) (1)) (3.3.5)

and select the initial and boundary conditions such that the exact solution is

p\ [ sin(t)cos(x — 1)
(u) N (— cos(t)sin(z — 1))’ (3.3.5b)
where u and p denote the velocity and pressure, respectively.
Basic linear algebra yields that z; = (1,1)" € R(A"), z, = (1,—1)" € R(A™). Thus,
applying Theorem 3.2.1 leads to
zie(t,§(z)) = W (Ly+1(§) — Ly(€))e(t) + O(h"),
zye(t, &(x)) = W (Lpea (€) + Ly(€))d(t) + O(hP*?).
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Maximum error E = |(1, 1)e| at right Radau points
p=0 p=1 p=2 p=3
N | FE order | E order | E order | E order
10 | 3.560e-2 — 2.149¢-5 — 1.124e-7 — 2.546e-10 —
20 | 1.882¢-2 0.9192 | 2.854e-6 2.9128 | 7.043e¢-9  3.9961 | 8.175¢-12 4.9610
30 | 1.286e-2 0.9404 | 8.621e-7 2.9524 | 1.392¢-9  3.9979 | 1.084e-12 4.9841
40 1 9.773e-3  0.9529 | 3.694e-7 2.9455 | 4.407e-10 3.9987 | 2.565¢-13 5.0092

Maximum error £ = |(1,-1)e| at left Radau points
p=20 p=1 p=2 p=3
N | FE order | E order | K order | K order
10 | 3.560e-2 — 2.149¢-5 — 1.124e-7 — 2.546e-10 —
20 | 1.882¢-2 0.9192 | 2.854e-6 2.9128 | 7.043e¢-9  3.9961 | 8.175¢-12 4.9610
30 | 1.286e-2 0.9404 | 8.621e-7 2.9524 | 1.392¢-9  3.9979 | 1.084e-12 4.9841
40 1 9.773e-3  0.9529 | 3.694e-7 2.9455 | 4.407e-10 3.9987 | 2.565e-13 5.0092

Table 3.3.1: Maximum projected errors |(1,1)e| at left Radau points and |(1,-1)e| at right
Radau points and their order of convergence at ¢t = 1 for Example 3.3.1.

Therefore, on each element in the mesh zie and zbe is O(hP™?) superconvergent at the
shifted roots of right Radau polynomial R;;Ll(x) and the left Radau polynomial R, (),
respectively.

We first solve (3.3.5) on a uniform mesh having N = 6 elements for p = 0,1, 2,3 and plot
the projected true errors zle, i = 1,2, at ¢t = 1 versus z in Figure 3.3.1. We observe that the
error plots for p > 1 intersect the z-axis very close to Radau points marked by x.

In order to show the O(hP?)-superconvergence rates under mesh refinement, we solve (3.3.5)
on uniform meshes having N = 10, 20, 30, 40 elements for p = 0, 1,2, 3 and show maximum
errors |zte| and |zhe| at Radau points and their rates of convergence in Table 3.3.1. We
observe that the maximum projected errors at Radau points are O(h?*?)-superconvergent
while the L*-error is only O(h?*1).

Example 3.3.2. Let us consider the two-dimensional hyperbolic system

u,+ A, + A, =gt ry), (r,y)e(0,1)? 0<t<l, (3.3.8a)
where
2 01 -5 1 0
Ai=[0 0 0], Ay = 1 -5 0], (3.3.8b)
1 0 2 0 0 2
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Figure 3.3.1: Projected errors %(1, l)e, %(1, —1)e versus x at ¢t = 1 for Example 3.3.1.
Shifted right Radau (left) and left Radau (right) points are marked by x.
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and select g(t, x,y), initial and boundary conditions such that the true solution is

exp(t —z —y)
u= |exp(—t+z—vy)|. (3.3.8¢)
exp(—t —  +)

Basic linear algebra yields that (0,1,0)", (1,0,—1) (1,0,1)" are eigenvectors of A; corre-
sponding to eigenvalues 0, 1, and 3, respectively. On the other-hand, the vectors (1, 1,0),
(1,—1,0)", and (0,0, 1)" are eigenvectors of A, corresponding to eigenvalues —6, —4, and 2,
respectively.

We further note that R(A]) = span{ei,es}, R(A]) = {0}, R(A]) = span{ez} and
R(A;) = span{ej, es}, where €;, i = 1,2,3, is the canonical basis of R® which leads to

R(AT)NR(AT) = span{es}, (3.3.9a)
R(AT)NR(A;) = span{e,}. (3.3.9b)

Applying Theorem 3.2.1, we expect pointwise O(h?*?)-superconvergence of the error pro-
jections e; = ele and e; = ele, i.e., the first and third components of e are O(hP™?)-
superconvergent at Radau points.

We solve (3.3.8) on a 4 x 4 uniform mesh for p = 1,2,3 and plot the zero-level curves of
the first and third components of the error in Figure 3.3.1. We observe that the zero-level
curves pass near shifted Radau points marked by x.

In order to show superconvergence rates we solve (3.3.8) on uniform square meshes having
N = 5%10%,152, 202, 25% elements with p = 1,2,3 and present the maximum errors of |e;]|
and |es| at shifted Radau points over all elements and their order of convergence under mesh
refinement. We observe O(hP*?) superconvergence rates which is in full agreement with
Theorem 3.2.1.

3.3.2 Examples for A Posteriori Error Estimation

Here, we solve several examples to validate our a posteriori error estimation procedure. We
use 7;, i = 1,2, to approximate the boundary conditions and both L2-projection ITu, and
mug to approximate the initial conditions.

Example 3.3.3. We solve the one-dimensional Euler’s system (3.3.5) on uniform meshes for
0<t<1withp=20,1,2,3 and N = 50, 75,100, and compute a posteriori error estimates
E* by solving the stationary problem (3.2.13). We present the L?(Q) norm of the error
and effectivity indices at ¢ = 1 in Table 3.3.3 using [luy. These results indicate that the
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p=1,e3

p=2,e3
(2K 2
: ,Ealigug | :
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Figure 3.3.2: Zero-level curves of e, ez at t = 1 for Example 3.3.2. Shifted Radau points
are marked by Xx.
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Maximum error E = |e;| at Radau points

p=0 p=1 p=2 p=3

N | FE order | E order | E order | E order

5210.1260 — 1.054e-3 — 1.704e-5 — 5.682e-7 —
102 | 6.899¢-2 0.8688 | 1.622¢-4 2.6997 | 1.149¢-6 3.8901 | 2.156e-8  4.7198
152 4.790e-2 0.8999 | 5.128¢-5 2.8407 | 2.321e-7 3.9456 | 3.036e-9  4.8355
20% | 3.678e-2 0.9186 | 2.272e-5 2.8303 | 7.415e-8 3.9661 | 7.450e-10 4.8833
252 12.973e-2  0.9525 | 1.199¢-5 2.8638 | 3.055e-8 3.9731 | 2.491e-10 4.9084

Maximum error £ = |e3| at Radau points
p=20 p=1 p=2 p=3
N | FE order | E order | E order | K order
5210.1260 — 1.054e-3 — 1.704e-5 — 5.682¢-7 —
102 | 6.899¢-2 0.8688 | 1.622e-4 2.6997 | 1.149¢-6 3.8901 | 2.156e-8  4.7198
152 | 4.790e-2 0.8999 | 5.128e-5 2.8407 | 2.321e-7 3.9456 | 3.036e-9  4.8355
20% | 3.678¢-2 0.9186 | 2.272e-5 2.8303 | 7.415e-8 3.9661 | 7.450e-10 4.8833
252 12.973e-2  0.9525 | 1.199¢-5 2.8638 | 3.055e-8 3.9731 | 2.491e-10 4.9084

Table 3.3.2: Maximum errors for |e;| at shifted Radau points (£,£) and |es| at shifted
Radau points (f;r,ﬁj_) and t = 1 for Example 3.3.2.
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stationary error estimates E* are accurate estimates of e for p > 1, which is in full agreement
with the theory.

In Figure 3.3.3, we plot the effectivity indices versus time for N = 100,200,300 and p = 1,2, 3
using ITug (solid) and mug (dotted). We observe that the effectivity indices for ITug slightly
oscillate about unity and then get closer to unity with increasing time ¢ > O(h). On the
other hand, the global effectivity indices for muy stay close to unity at all times. Thus, we
recommend the use of wug.

n=100, p=1 n=200, p=1 n=300, p=1
11 11 11
1 1 1
< 09 s 09 < 09
0.8 0.8 0.8
0.7 0.7 0.7
0 0.05 0.1 0 0.02 0.04 0 0.01 0.02 0.03
t t t
n=100, p=2 n=200, p=2 n=300, p=2
11 11 11
1 1 1
£ 0.9 s 0.9 s 0.9
0.8 0.8 0.8
0.7 0.7 0.7
0 0.05 0.1 0 0.02 0.04 0 0.01 0.02 0.03
t t t
n=100, p=3 n=200, p=3 n=300, p=3
11 11 11
< 09 s 09 < 09
0.8 0.8 0.8
0.7 0.7 0.7
0 0.05 0.1 0 0.02 0.04 0 0.01 0.02 0.03

t t t

Figure 3.3.3: Global effectivity indices versus ¢ over the interval [0, %] for N = 100, 200, 300,
p =1,2,3 using muy (dotted) and ITuy (solid) for Example 3.3.3.

Example 3.3.4. Let us consider the two-dimensional wave equation

Pv  Pv v

-z, 77 0.1, 0<t<1 3.3.10
52 = o2 T ap @Y €O 0<t <, ( )

which can be written as the first-order linear hyperbolic system

u;+ A, + A, =0, (v,y) € (0,1)% 0<t <1, (3.3.11a)
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p| N | Jelze order | [[e = E' |, order | [min, 0., max, 0] 0 |

20 1{9.175¢ — 03 — 3.713e — 03 — [0.343, 1.878] 0.7945

0] 75|6.187Te —03 0.972|2.518e — 03 0.958 [0.335, 1.900] 0.7877
100 | 4.671le — 03 0.977|1.907e — 03 0.967 [0.331,1.914] 0.7836

50 | 1.875e — 05 — 2.161le = 07 — [0.992,1.001] 0.9997

1] 7518.338e—06 1.999 | 7.084e — 08 2.750 [0.993, 1.001] 0.9998
100 | 4.691e — 06 1.999 | 3.229¢ — 08 2.731 [0.994,1.001] 0.9999

20 | 2.488¢ — 08 — 1.160e — 10 — [0.997,1.001] 0.9999

21 757369 —09 3.001|2.40le—11 3.885 [0.998,1.001] 1.0000
100 | 3.108e — 09 3.001 | 7.882e — 12  3.872 [0.998,1.001] 1.0000

50 | 3.699¢ — 11 — 7.066e — 14 — [0.999, 1.001] 1.0000

31 757309 —12 3.999 | 9.712¢ — 15 4.894 [0.999, 1.000] 0.9999
100 | 2.313e — 12 3.999 | 3.925e — 15  3.149 [0.999, 1.000] 0.9998

Table 3.3.3: L? errors |le]|.q, |le — EX|aq, their rates of convergence with maximum and
minimum local effectivity indices and global effectivity indices for E+ at t = 1 for Example

3.3.3.
(vt v, (-1 0 (0 —1
u = ( vy ) s A1 = ( 0 1) 5 AQ = (_1 0 ) s (3311b)

and select initial and boundary conditions such that the true solution is

w ( sin(v/2t + x +y) — cos(—v2t + z + y) )
S \(WV2 =D sin(vV2t + 2+ y) + (1 +v2) cos(—V2t +x+79)))

where

(3.3.11c)

We solve (3.3.11) on uniform meshes having N = 102,202, 30% elements for p = 0,1,2,3
using ITuy and present the L? errors and effectivity indices corresponding to the stationary
error estimates E* at ¢ = 1 in Table 3.3.4. We observe that the effectivity indices converge
to unity under mesh refinement. Furthermore, we plot the effectivity indices versus time in
Figure 3.3.4 to note that the stationary error estimate E* is asymptotically accurate which
is in full agreement with Theorem 3.2.2. We further note that the effectivity indices stay
close to unity at all times when using mugy. For Ilug the effectivity indices oscillates about
unity near ¢t = 0 before approaching unity:.
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p| N | 20 order | [[e — E'|ls0 order | [min, 6., max. 6] 6 |
10% | 1.380e — 01 — 1.073e = 01 — [0.180, 2.872] 0.780
0]20%|7.322¢ — 02 0.914 | 5.760e — 02 0.898 [0.165, 3.375] 0.771
302 | 4.997e — 02 0.942 | 3.957¢ — 02 0.925 [0.157, 3.490] 0.766
10% | 2.062¢ — 03 — 1.039¢e — 04 — [0.966, 1.007] 0.994
1]20%|5.119¢ — 04 2.010 | 1.478¢ — 05 2.813 [0.980, 1.005] 0.998
302 | 2.270e — 04 2.006 | 4.772¢ — 06 2.789 [0.986, 1.004] 0.999
102 [ 1.059¢ — 05 — 9.583e — 07 — [0.966, 1.015] 1.002
2120%[1.331e — 06 2.992|6.093¢ — 08 3.975 [0.985, 1.009] 1.002
302 | 3.953e — 07 2.995 | 1.211e — 08  3.984 [0.991, 1.006] 1.001
102 | 1.008¢ — 07 — 4.781le — 09 — [0.978, 1.006] 0.999
3120%[6.282¢ — 09 4.004 | 1.512¢ — 10  4.982 [0.992,1.003] 1.000
302 | 1.240e — 09 4.002 | 2.000e — 11 4.989 [0.996, 1.002] 1.000

Table 3.3.4: L? errors |le|2q, |le — E*|laq and their order of convergence. Maximum,
minimum local and global effectivity indices for Example 3.3.4 at ¢t = 1 using [1u,.

n=10%, p=1 n=20%, p=1 n=30%, p=1
1.1 11 1.1
1 1 1
o9 o9 €09
0.8 0.8 0.8
0.7 0.7 0.7
0 0.5 1 0 0.2 0.4 0 01 02 03
t t t
n=10, p=2 n=20, p=2 n=30, p=2
1.1 1.1 1.1
1 1 1
o9 209 o9
0.8 0.8 0.8
0.7 0.7 0.7
0 0.5 1 0 0.2 0.4 0 01 02 03
t t t
n=102 p=3 n=202, p=3 n=30% p=3
1.1 1.1 1.1
o9 o9 €09
0.8 0.8 0.8
0.7 0.7 0.7
0 0.5 1 0 0.2 0.4 0 01 02 03

t t t

Figure 3.3.4: Global effectivity indices versus 0 < ¢ < 22 using 7uy (dotted) and ITuy (solid)
for Example 3.3.4.



Chapter 4

Error Analysis for Linear Symmetric

Hyperbolic Systems, Revisited

In this chapter we discuss general multi-dimensional symmetric hyperbolic systems. We will

investigate the asymptotic behavior of the DG method on one element w = (0, h)%.

Thus, let u € [C2([0,T], CP*2(Q))]™ be the true solution of the linear symmetric hyperbolic

system

ou d ou
_t+ZAia_xi_g(t’X)’ xeQ, 0<t<T,

subject to the initial and boundary conditions

u(0,x) =up(x), xe€9Q,
(Z VZAM) (Z VZA’“> (t,x), xe€0, 0<t<T.

The DG method on w consists of finding u;, € P, that satisfies

ou & , i
/w ( 8th ) dx = Z (/ a%A juy, dx — /aw vy (A af +A§-”u,:)ds> :

VveP, 0<t<T,

subject to the initial and boundary conditions

uy,(0,x) = mup(x) or uy(0,x) = [Muy(x), X € w,
(LA, (%) = WA Tu(t,x), x€y, 0<t<T, 1<i<d.

where u = ug on the boundary of €.

27

(4.0.1a)

(4.0.1b)

(4.0.1c)



Thomas Weinhart Chapter 4. Error Analysis for Symmetric Systems, Revisited 58

We will perform a local error analysis by writing the local error as a series and show that
its leading term can be expressed as a linear combination of Legendre polynomials of degree
p and p + 1, even if the conditions of §3 are not satisfied. For special hyperbolic systems
where the coefficient matrices are nonsingular we show that the leading term of the error is
spanned by (p + 1)"-degree Radau polynomials. We again apply these asymptotic results
to observe that projections of the error are pointwise superconvergent in some cases and
establish superconvergence results for some integrals of the error. We solve relatively small
local problems to compute efficient and asymptotically exact estimates of the finite element
error. Finally, we present computational results in two- and three space dimensions for the
wave equation and Maxwell’s equations.

4.1 Preliminary Results
To show the asymptotic behavior of the error, we define
d ov
P, = {V({) eP,: ;Aza—& =0onA, Aiwv=0onTl;, 1<i< d} ) (4.1.1a)
and the orthogonal complement of P, in [L%(A)]™, defined by
75pl = {W(ﬁ) e [L*(A)™: / viwdé =0, Vve 75p} . (4.1.1b)
A

Let I';(a) be a hyperplane through A, defined by

Ti(a)={¢ €A & =a}, ac|0,1]. (4.1.2)
Note that [';(0) = T'; and T;(1) =T’} as defined in 2.2.1.
We can show the following properties of P,

Lemma 4.1.1. For all integrable functions f: (0,1) — R™ we have

/ VIAF(E)dE =0, VveP, 1<i<d (4.1.3)
A

Proof. Let 1 <i7<dandv € 75p and define the function
Li(&)
By the definition of P,, Ajv =0 on I; for all 1 < j < d. The divergence theorem yields

0
Aj—vda' :/ Avdo —/ A;vdo =0, j€ D), & €[0,1]. (4.1.5)
riey 9 rHAr (&) Iy Ar (&)
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We note that by the definition of P,, Zj (A2 =0 on Q, which combined with (4.1.5)

70,
yields
h(g) = > Yie =0 6c(0,1).  (416)
dg; Fi(gl) Ti(&) jafg ' o
Since A;v = 0 on I';, we obtain
h(0) = A;vdo =0, (4.1.7)

r

which together with the Fundamental Theorem of Calculus and (4.1.6) yields

&
ey =ho) + [

Since f(&;) is constant on I';(&;), and A; is symmetric, we obtain

h(&)dé =0, & e [0,1]. (4.1.8)

(&) (&)

Integrating (4.1.9) over &; from 0 to 1 yields (4.1.3). O
Lemma 4.1.2. Let d € @}_, R(Ay). Then

/ vidL,(&)dé =0, VveP, 1<i<d. (4.1.10)
A

Proof. Since d € @}_, R(Ay), it can be written as

d

d=> Aud;. (4.1.11)

By Lemma 4.1.1 we know that
/ VIAdL,(&)dE=0, 1<i<d. (4.1.12)

A

Now we will show that
/ VAL, (G)dE =0, ke D(i), 1<i<d (4.1.13)
A

First we define the auxiliary function
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By the definition of P,, Ak% = — ZjeD(k) Aj e which yields

d ov ov
(&) = /F N Akag (&) do = —jezD;k) /F A lale)do & e 0.)

(4.1.15)
We will show that - hk(ﬁk) 0, & € [0, 1].

Since v € Pp C P, we obtain by the orthogonality properties of Legendre polynomials that

/ Aia—VLp(&)dazo, & € [0, 1]. (4.1.16)
ree) 9%

By the definition of P,, A;v = 0 on I'; for all 1 < j < d, which together with the divergence
theorem yields

3
i A Lp i d — VU,
/ (&x) ](953 (5) \/Fk(fk)mrj S (5) 7=
JE D(k) N D(i), & € [O, 1], (4.1.17)

where I'; is defined in (2.2.1).

Substituting (4.1.16) and (4.1.17) into (4.1.15) yields

d%h’“(&“) 0, & €(0,1). (4.1.18)

Since Ayv =0 on I'y and I', =I'4(0), we obtain
Ty
which together with the Fundamental Theorem of Calculus and (4.1.18) yields
h (&) =0, & €0,1]. (4.1.20)

Since dj, is constant and Ay is symmetric, we obtain
T (&x) L'y (&)

Integrating (4.1.21) from & = 0 to 1 yields (4.1.13).
Combining (4.1.12) and (4.1.13) yields

d
‘AL, (&) dé = 'Apdy L, (&) d€ = 0. 41,
/AV (&) de ;/Avkk@)so (1.1.22)

This concludes the proof. O
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Lemmas 4.1.1 and 4.1.2 can now be used to show the next lemma.

Lemma 4.1.3. Letc € R™, d € @7_, R(Ay). Then
/ Vt (Lp_H(&)C — Lp(éz)(sgn(AZ)c -+ d)) d£ = 0, Vve 75p7 1 S 1 S d. (4123)
A

Proof. Since A;A! is the identity on R(A;) by Lemma 1.2.13 and R(A;) = R(sgn(A;)) by
property (1.2.25¢), we obtain

sgn(A;) = A;Alsgn(A,), 1<i<d, (4.1.24)

which, when combined with Lemma 4.1.1, yields

/ visgn(A;)cL, (&) dE = / VA, <Ajsgn(Ai)ch(§i)) de =0, YveP, 1<i<d
A A

(4.1.25)
Lemma 4.1.2 and the orthogonality properties (2.2.6) combined yield
/ v (L (&)c — Ly(e)d) dE =0, Vv e P, 1<i<d. (4.1.26)
A
Adding (4.1.25) and (4.1.26) yields (4.1.23). O

We also need the following lemma:

Lemma 4.1.4. If q € P, satisfies

Z/ ( iqu_/ vtviAé“qda) =0, veP, (4.1.27)
73 r,

then q € P,.

Proof. First we integrate (4.1.27) by parts to obtain

d

)3 (—/ D¢, d€+/ VtViAfiqda) =0, veP,. (4.1.28)

i=1

Adding (4.1.27) to (4.1.28), testing against v = —q, and using the symmetry of A;,; 1 < i < d,
we obtain

Z/ q'vi (AL — A qda—Z/ "(Aj — A;)qdo = 0. (4.1.29)
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(A — A;) is symmetric positive semi-definite by (1.2.25f), and therefore admits a Cholesky
factorization (A — A;) = L!L;. Hence (4.1.29) can be written as

d
Z/ IL;q||? do = 0. (4.1.30)
i=1 /T

Therefore, L;q = 0 on I';, which yields
Li(Liq) = (A7 —A;)g=0, T, 1<i<d, (4.1.31)
which combined with property (1.2.25b) leads to
Av=0, (€l s=+,—, 1<i<d (4.1.32)
Byd (4.1.%2), the boundary integral in (4.1.28) vanishes. Thus, (4.1.28) yields for v =
Zi:l Aia_g

2

L0
—/ S AR de=o, (4.1.33)
N NS
which in turn yields
d
0
Y ASE=0 geA (4.1.34)
—~ 05
Combining (4.1.32) and (4.1.34) proves the lemma. O

4.2 Local Error Analysis

Now we are ready to state a theorem for the local error.

Theorem 4.2.1. Let u € [C*([0,T],CP™2(w))|™ be the solution of (4.0.1) and let u;, € P,
satisfy (4.0.2). Then the local finite element error on w, at t = O(1) and for p > 1, can be
written as

d
u(t, hg) — uy(t, hg) = W0 it hé) + O(WPF?), € € A, (4.2.1a)
where :
ri(t, h&) = Ly (&)ci(t) — Ly(&) (sgn(As)ei(t) + dy(t)), 1 <i <d, (4.2.1b)
with .
cfy= L1 070 e na) n @D RAY. (4.2.1¢)

g (D gt
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Proof. First we derive the orthogonality condition for the error e = u — uy,. By (4.0.1a), u
satisfies

[ (5 -8) o= 2 ([ Graman |

i

th/Z-Aiuds), VvePr, 0<t<T.

(4.2.2)
Subtracting (4.0.2) from (4.2.2) we obtain

Oe d ovt

t

o — A _
/Vatdx Zl(wafi e dx /y

w i=

Vtyi(Aﬁ”ejLAé”e)ds) ,VveP, 0<t<T.

(4.2.3)
Apply the scalings 7 = Tt and € = h™'x and write &(7,&) = e(T'7, h€) to obtain the
orthogonality condition

h
d€ Z( a&Aedﬁ /VZ/ZAMQ—FAMZ )da),VEPp,O<T<1
(4.2.4)
Now note that, since P, is a subspace of [L?(A)]™, we can split & by
é=e+e ecP, &cP,, (4.2.5)
as defined in (4.1.1).
We will first show that
e(r,&) =0(h"*?), ¢eA 0<7<1. (4.2.6)

Since P, is a finite dimensional vector space and € € P,, we have

oe 5, (7€) = lim o+ h, g})b —eme) Py, (4.2.7a)
ge(T §) = lim S(r+ h’a S(.8) eP,, £eA 0<T<L (4.2.7b)

By the definition of P, in (4.1.1) and the symmetry of A;, Af, and A7, 1 <i<d, (4.24)
yields for v € P,

ho[ 08 . & v\, o BNt A
T/Avgdﬁ—;</A(Aia—&) edﬁ—/ri(Ai V) l/l-e+(Ai V) v;e” do

i

=0, VveP, 0<7<l. (4.2.8)

Thus, 2¢ € 75pL, which combined with (4.2.5) and (4.2.7b) yields

e 0é Oe _
[ e eEPL
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Then (4.2.9) and (4.2.7a) together yield

%(ﬂ §)=0 &cA O0<7<L (4.2.10)

By Lemma 2.2.4, the initial conditions satisfy either

d
&(0,€) = ug(h§) — Mug(hg) = B> "L, (&)ei + O(hPT?), € €A, (4.2.11a)
=1
or 4
&(0,8) = ug(h&) — mug(h&) = W7 “1i(0,&) + O(WP*?), €€ A (4.2.11b)
=1

By the orthogonality properties (2.2.6) and Lemma 4.1.3, we have
Lyn(&)ci € P, 10,6 €P,, 1<i<d, (4.2.12)
which, when combined with (4.2.11) yields
e(0,€) = O(h**?), €€ A. (4.2.13)

By the Fundamental Theorem of Calculus, (4.2.13) and (4.2.10) yields (4.2.6).

In the remainder of the proof, we will investigate the asymptotic behavior of €. We write
the Maclaurin series of € with respect to the mesh parameter h as

p+1
&(r.8) =Y hqur.&) +O0hr™?), £eA 0<r<1, (4.2.14)

k=0
where, since uy, is a function of T'r, h§, and h,

1 d*(u(T'r, h€) — uy (T, h€, h)

- . (4.2.15)
k! dh¥ -

qk:(Ta 5)

We write the Maclaurin series of € € 7510L with respect to the mesh parameter h as
&(r, &) =Y haure)., qGeP, €€ 0<T<1. (4.2.16)
k=0

By (4.2.5) and (4.2.13), & = € + O(hP™?), thus subtracting (4.2.14) from (4.2.16) and setting
all terms having the same power of h equal yields

Q=P 0<k<p+1. (4.2.17)
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Let 7;(7,&) = ri(T'1,h&;), 1 <i < d. By Lemma 2.2.4, the boundary conditions satisfy

e (1,€) = u(t, h§) — w, (1, h§)
=Y () + O, EeTy, 1<i<d. (4.2.18)
J€D()
Substituting (4.2.14) and (4.2.18) in (4.2.4) yields

p+1

th< / aqk g Z(/ i qudﬁ—i—/rivtyiAfiqkda))

—hPt! Z/ v VZAMZ rj do +O(h'*?), veP, (4.2.19)

JED(3)

Now assume that 7" = O(1) and set to zero all terms in (4.2.19) having the same power of
h. The O(1) term q, satisfies the orthogonality condition

d
Z ( g‘g q d€ — / vy Al da’) =0, veP, (4.2.20)
i=1 !

Lemma 4.1.4 yields q, € P,, which combined with (4.2.17) shows that g, = 0 on A.

Assume that q; = 0 for all 0 < j <k — 1, where k < p. Thus, the O(h*) term is written as

Z(/ aqukdE /VVZAM kda’) =0, vePp,. (4.2.21)

=1

Lemma 4.1.4 yields q;, € P,, which combined with (4.2.17) shows that q, = 0 on A for
0<k<np.

The O(hP*™!) term satisfies the orthogonality condition

d

v
> / 32 Aiq,,, d€ — / Vi (Aliq,, — A Y Bj)do | =0, YveEP, (4222)
=1

JED(3)
We will first show that q,,, = Zfil r,+p, peP,
Since 2y, = 0 for 1 < i < d, (4.2.15) yields for k= p+ 1

1d"(u—w,)(T7,&h, h)
k! dhk

Gy (7€) = = > D% )T 0

h=0""|a|<p+1

d

¥ 1 (T, 0)

pt+1
(p+1)! axzi)-‘rl & +pi(T6), (4.2.23)

=1
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where p,(7,£§) € P,. By the definition of ¢; in (4.2.1c),

11 ou(Tro)
) I ’
1 &*tu(Tr,0) ]
TESNI Y & 4+ py(r, ), (4.2.24)

where p, € P,. Substituting (4.2.24) into (4.2.1b) yields

Lpii(&)ei(TT) =

sH

Zf‘z‘(ﬂ &) Z p+1(8)€i(TT) — Lp(&) (sgn(As)ci(TT) + di(T7)))

1 ortlu(Tr,0)

-.
a |l
—

& 4 py(r, €), (4.2.25)
i=1 p+ 1 a f—H
where ]
b: = Z (P; — Lp(&)(sgn(Ay)c; + d;)) € Pp. (4.2.26)

i=1
Combining (4.2.25) and (4.2.23) yields for p = p; — p, € P,.

d
qurl T, E Zfz T, fz +p T, E) p S Pp‘ (4227)
=1

Substituting (4.2.27) into (4.2.22) yields

([ o [ o)

d d
:Z( a£A Zr]dﬁ—i-/ Vtyi(AéiiZf-j—i—Afi Z fj) da’)
i=1 b j=1 jeD(i)
d
=> (i) + > T’ (v)+Ti(v)), YveEP, (4.2.28a)
i=1 JjED(1)
where
t
Ti(v) = - g—zAifi dg, (4.2.28b)
3 Oyt
T2W(V) = - N3 ——A;r;d§ +/ VtViAif'j do, (4.2.28¢)
i r;

Ti(v) :/F vy Al do,  jE D(i), 1<i<d. (4.2.28d)
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We will now show that Ti(v) = T3 (v) = Ti(v) =0 for all v € P,, j € D(i), 1 <i < d.

By the orthogonality properties of Legendre polynomials, we have

ov!
A 0&

Integration (4.2.28c) by parts w.r.t. & yields

Ti(v) = —A5;dE=0,VveP, 1<i<d

Tgva‘(v):/ gfdg—o VveP, 1<i<d jeD()

since (¢, ;) is independent of §; for j € D(i).
Finally, applying A% to t; on I'; yields

i o _ ATa i 5
Ai’ri Az I'Z'(T,]_), Ai’ri

- = ATE(T0), 1<i<d.

Using property (1.2.25d), L,(0) = (—1)? and L,(1) = 1, we obtain

AT1i(1,1) = Alci(T) — Afsgn(Ay)ci(T7) = 0,
A;2(7,0) = (=1)PT A ¢ (T7) — (—1)PA;sgn(A)c;(T7)) =0, 1 <i < d.

Thus, we have established that Aj“r;|,

=0, thus
Ti(v) = / Vv At do =0, YveP, 1<i<d.
Ty
Substituting (4.2.29), (4.2.30), and (4.2.33) into (4.2.28a) leads to

/gz ;pdé€ — /VZ/ZAMde'—O v e P,

which combined with Lemma 4.1.4 yields
pE P,
On the other hand, by Lemma 4.1.3, (4.2.17) and (4.2.27) we obtain

d
. 51
P=qy, — > HEP,
i=1
Combining (4.2.35) and (4.2.36) yields p = 0 on A, which by (4.2.27) leads to

d
Qi (1,6) = ) Bi(7,8), £€A
=1

(4.2.29)

(4.2.30)

(4.2.31)

(4.2.32a)
(4.2.32b)

(4.2.33)

(4.2.34)

(4.2.35)

(4.2.36)

(4.2.37)

Substituting q;, = 0, 0 < k < p, and (4.2.37) into (4.3.80) yields (4.2.1a). This completes

the proof.

O
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Corollary 4.2.2. Under the conditions of Theorem 4.2.1, if all matrices A;, 1 <1 < d are
wnvertible, then the local DG error can be written as

e(t,hg) = W'Y (MR} (&) + (T = My)R, 1 (&) ¢ + O(h7*?), (4.2.38)

j=1
where )

M, = 5(1 + sgn(A;)), j=1,2. (4.2.39)
Moreover, if, for instance, only Ay is invertible, then the error can be written as

e(ta hﬁ) = hPtt (MIR;FJA(&) + (I - M1>R;+1(€1>) C1
d

+ RPN L (€)e + Ly(€) (sgn(Aj)e; + dj) + O(hH), (4.2.40)

j=2

where ¢; and d; satisfy (4.2.1c).

Proof. We prove the theorem when A;, 1 < ¢ < d are invertible. Then d; =0, 1 <1:¢ <d
and we obtain

d
e(t,hg) = W’ " Ly(&)e + Ly(&)sgn(Ay)c; + O(hP*?)

i=1
d
I+ sgn(A;
= Y Lpa@) + L) A
i=1
I—sgn(A;
+ (Lp+1(&) — Lp(gi))$ci + O(hP*?). (4.2.41)
The proof for the other cases is similar and we will be omitted. O

4.3 Superconvergence and A Posteriori Error Estima-
tion
In this section we investigate pointwise superconvergence for DG solutions and describe

procedures to compute a posteriori DG error estimates that are asymptotically correct under
mesh refinement.

4.3.1 Superconvergence

In order for the DG solution uy, to be O(h?*?)-superconvergent at few points in element
w, the leading error term shown in Theorem 4.2.1 has to be zero at these points. This
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pointwise superconvergence happens only for special hyperbolic problems as shown in the
following theorem.

Theorem 4.3.1. We let &, 1 < k < p+ 1, denote the roots of Ry, (&), s =+, —, shifted
to [0,1]. Thus, under the conditions of Theorem 4.2.1 withp > 1 and t = O(1),

i) If z is a unit vector in the union of the spaces ﬂf L R(AY), s; = +,—, then the
projection z'e(t,x) of the local error onto span{z} is O(hP*?) superconvergent at the
points (t, h€), € = (fkl,..., Zd) 1<k <p+1, s=+4,—, 1 <i<d, ie.,

‘e(t, h€) = O(hP*?), (4.3.1)

i) Moreover, if v;(a) = {x € (0,h)? : x; = a}, 0 < a < h, and if v € Pyp_y is a unit vector
with respect to the C°° norm, then, at a = h&},, we have the superconvergence of the
following error averages

1
— viAfeds = O(hWP*?), 1<k<p+1, s=+,—, 1<i<d, (4.3.2)

R S
and
1
hdfl

/ vi(Afe + Ale ) ds = O(h"™?), s=+,—, 1<i<d. (4.3.3)
%4

Proof. We will prove (4.3.1) for the case s; = +, 1 <1i < d.
Thus, assume that there exists a unit vector z € ﬂle R(AF), i.e., there exists v; such that

Afv, =2z 1<i<d. (4.3.4)
Left pre-multiplying e in (4.2.1a) by z' and evaluating the resulting function at the points
(t,h€), €= (&, ... fkd) 1<k <p+1, 1<i<d, weobtain

d
fe(t, h€) = P! Z (Lp1(§h)z'c; — Ly(& ) (z'sgn(As)c; + 2'd;)) + O(RPT?). (4.3.5)
i=1
By the property (1.2.25b) and (4.2.1c) we have d; € N(A;) € N(A]), which yields by
(4.3.4)

Applying (4.3.4) and the property (1.2.25d) yields
z'sgn(A;)c; = viAT sgn(A))e; = viAf ¢, = Z'c;. (4.3.7)

Substituting (4.3.6) and (4.3.7) into (4.3.5), we prove that
e(t, h€) = hPHZ ()7 + O(RPF?) = O(hr ), (4.3.8)

Following the same line of reasoning we establish (4.3.1) for all other cases.
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We will establish (4.3.2) for the case i =1 and s = +.

Let v € P,_; be a unit vector in [C*°]™ norm. We apply the scaling & = h™'x, write
é(t,&) = e(t, h€) and use the definition of e in (4.2.1a) to obtain
1
— / viATeds = / viATédo (4.3.9a)
h v1(hE) (&)
= hp+1/ s VtxA;r (Lp+1(g;)cl — Lp(g;)(SgH(Al)Cl + dl) (439b)
Fl(fk )
d
+ > Lpn(§)es — Ly(&)(sen(Ay)e; + dj)) do + O(h*?). (4.3.9¢)
=2
By the flux properties (1.2.25b) and (1.2.25d), we have
AT (sgn(Ay)e; +dy) = Afcy. (4.3.10)

Substituting (4.3.10) into (4.3.9b) and applying the orthogonality of Legendre polynomials
together with v € P,_; in (4.3.9¢), we obtain

1 _

71 /  V'Afeds = hp+1/ - VIATR(§D)erdo + O(hP?)
Y1 (&) IN()

= O(hP?). (4.3.11)

Following the same line of reasoning, we establish (4.3.2) for all other cases.

To establish (4.3.3), assume s = +. Then (4.3.2) infers for v;" = ~;(h)

1
— / viAfeds = O(hP*?). (4.3.12)
=t J
Further, (2.2.11c) yields
_ x; T,
e (t,x) = hPt! Z Ly <#> c;+ L, (#) sgn(Aj)c; + O(h'?), (4.3.13)

JeD(i)
which, by the orthogonality property (2.2.6) of Legendre polynomials, yields

1
Ld—1

/ viATe ds = O(h"*?), Vv eP, . (4.3.14)
.

i

Adding (4.3.12) and (4.3.14) yields (4.3.3). The case s = — can be treated using the same
line of reasoning and is omitted. O
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4.3.2 A Postertort Error Estimation

In this section we present an a posteriori error estimation procedure which consists of com-
puting asymptotically exact local and global error estimates of the DG error. In Theorem
4.2.1 we showed that the local discretization error for the DG method on a physical element
w = (0,h)? can be written as

e(t, h¢) = Pt Z Ly1(&)ci(t) — Ly(&) (sgn(Ay)ci(t) + dq(t)) + O(hPH?), (4.3.15)

i=1

where
d

di(t) e N(A)NEPR(A), 1<i<d. (4.3.16)

k=1

We apply the pseudoinverse AZT of A; to split ¢; into
¢; = c; +cX where ¢ = AIAici, 1< <d. (4.3.17)
We note that by Lemma 1.2.13, AZTAZ- is the projection onto N'(A;)*, thus
et =AlA;c; e V(AL cXeN(A), 1<i<d. (4.3.18)

By (1.2.25b), sgn(A;)c = 0, which yields sgn(A;)c; = sgn(A;)ct € R(A;) = N(A;)*.

i

Hence, the leading term of the spatial discretization error can be split into two parts as

e=e!t +e*4 O, (4.3.19)
where .
et (t,h€) = 7Y " Ly (&)t (1) — Ly(&)sen(As)e; (¢), (4.3.20)
=1
and .
e (t,hg) = W " Ly (&) (t) — Ly(&)di(t). (4.3.21)

i=1
We note that for invertible matrices A;, 1 < i < d, the error component e*(¢,x) is zero.

Next, we develop an a posteriori error estimation procedure for estimating both e’ and
e™ (if needed). We prove that, for smooth solutions, our local error estimates converge
to the true error under mesh refinement. Up to this point we are not able to prove the
asymptotic exactness of our global a posteriori error estimates. However, computational
results for several hyperbolic systems shown in § 4.4 suggest that our global a posterior:
error estimates are asymptotically exact under mesh refinement for smooth solutions.
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4.3.3 The Stationary Component of the Error Estimate

The a posteriori error estimation procedure to compute estimates for e’ consists of deter-
mining

d
H(th8) =D (Lpa (&) (1) — Lp(&)sen(A)yy (D), v7 € N(A),  (4.3.22a)
7j=1
such that
/Lp<x> <aUh ZA Uh+E> )dX—O VveNA) 1<i<d
(4.3.22b)

We note that, by Lemma 1.2.13, P; = AZ-AZT is symmetric and projects any vector in R into
R(A;) = N(A;)*, thus the columns of P; span N(A,)*.

Substituting v by P; = P! in (4.3.22b) yields

/Lp(:m) <3uh+ZA uh+E o(w, +EY) g> dx =0, 1<i<d. (4.3.23)

Substituting (4.3.22a) into (4.3.23) and applying the orthogonality properties (2.2.6), we

obtain
Ayt /wLp ( h) L., (2) dx =1’ (4.3.24a)
where t,; is the projection of the residual defined as
x; ou a ou
el = Pi/wLp <ﬁ) (g -5 ;Aja—xﬁ dx, 1<i<d. (4.3.24b)

Using (2.2.6) we further reduce (4.3.24a), obtaining

2 Ay =k, 1<i<d (4.3.25)

pz’

Since t,;; € N'(A;)* = R(A;), we can solve (4.3.25) to find the unique solution ;- € N'(A;)*,

hl —d
7= Al 1<i<d (4.3.26)

We will now show that this static error estimate is asymptotically exact.
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Theorem 4.3.2. Under the assumptions of Theorem 4.2.1, let us consider the error estimate

d
hl d
H(t.hE) = D (Lo (&) — Ly(&)sgn(Ai)) =~ Al (4.3.27)
i=1
where tpl, 1 <i<d, are defined in (4.5.24b).
Then, for p > 1 and t = O(1),
et (t,x) = EX(t,x) + O(h*™?), xcw. (4.3.28)

Proof. Since the true solution u satisfies equation (4.0.1), we have

d
x; ou ou .
h ‘ e o = < < . . .
/wLp<h)Pz<at+;A]axj g> dx=0, 1<i<d (4.3.29)

Subtracting (4.3.23) from (4.3.29) yields

/wL (x) < +ZA )> dx = 0. (4.3.30)

Applying Aiezi = 0 and the orthogonality of Legendre polynomials (2.2.6), (4.3.30) infers

that . |
/Lp< ‘P ( +ZA —b )> dx = 0, (4.3.31)

Applying the linear transformations ¢ = T'7 and x = h§&, (4.3.31) becomes

ﬁ@e d El) B
/AL,,( < ZA ) d¢ = 0. (4.3.32)

Substituting the definitions of e* (4.3.20) and E* (4.3.22a) into (4.3.32), noting that used
that sgn(Ai)a%di = 0 by the property (1.2.25b) and applying the orthogonality properties
(2.2.6), we obtain

hp+? 0¢;

P, / T LE(E)sen(A) S + Ly(€) Ly () AW IES = 7)) dg = O(W*).  (4.3.33)
A

Using (2.2.6), and the fact that P;sgn(A;) = sgn(A;) by the property (1.2.25¢), (4.3.33) can

be further simplified to

hp+2 aéJ_ il N o
Tl T 1) 2 A) 5 2807 = 57) = O(W™), (4.3.34)
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Thus, at 7= O(1), we have
2A(h"Tet — ) = O(hPT). (4.3.35)
Since c;-, vi- € N(A;)*, equation (4.3.35) has the unique solution
~i = hPTe + O(hPT?), 1 <i<d. (4.3.36)

This establishes (4.3.28). O

4.3.4 The Transient Component of the Error Estimate

We will first present an a posteriori error estimation procedure to compute estimates for e*.
Then we will show the asymptotic exactness of this error estimate.

Note that e® = 0 by definition in (4.3.21), if all A;, 1 <i < d, are invertible.

By Lemma 2.2.4, the approximations muy on w and m;u on the boundary dw satisfy

e(0,x) = uy(x) — mug(x) (4.3.37)

d
X X
=3 Ly () (00 = Ly (37 ) sen(A))es(0) + O(), x €
j=1

e (t,x) = u(t,x) — mu(t, x) (4.3.38)
= pPHl Z Ly <#) c;(t)— L, <#) sen(Aj)c;(t) + O(hP*?), x €y, 1 <i<d.
jeD(i)

We split the error at ¢ = 0 into e = e* + e+ O(h?*?) as in (4.3.19) and define E*(0,x) by

Z;

EZ(0,x) = e¥(0,x) = h**! Z Lyt ( h) (I - P,)c;(0), (4.3.39)

where (I — P;)c;(0) is the projection of ¢;(0) into N (A,).
On the boundary, we define E™ by the leading term of (4.3.38),

E™(t,x) = h*t! Z Ly <3;; ) c;(t)—L, <%> sgn(Aj)c;(t), x e, 1 <i<d. (4.3.40)

JED(3)

Then we define the error estimate for e by determining the coefficients of

d
)= Ly (%) ~E(t) — L, (%) §%(1), X, 8% e N(A)), 1<j<d, (4341a)
j=1
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such that

o(uy, + E*) d Ouy,
t - —_— —
/wv < T +ZAJaxj g | dx

j=1
d —
- Z/ vy ALY (u, + ET+EY —u, —E7)) ds, Vv EE, (4.3.41Db)
j=1"7%
where E* equals the static component defined by (4.3.22) and
a x; T
&= {v0 =3 (Lwr (F) -1, (F) ) s aubie (A} @saig
=1

1=

The reason for choosing equation (4.3.41b) to estimate E™ will become clear when we prove
the asymptotic exactness of the E* in Theorem 4.3.4.

By Lemma 1.2.14, (I—P;) projects any vector in R™ into A/ (A;) and the columns of (I—P;)
span N (A;). Hence the columns of L, (&)(I—P;) and L,(&)(I—P;), 1 <i<d, span &,.

Replacing v in (4.3.41b) by L,,(&)(I—P;), m=p,p+1, 1 <i <d, yields
/L (“)a-py M+iA.%_ "
w " h ! 8t = J@xj &

d
-5/ L. (%) (I—P)v;A% (0, + EX +E¥ —u, —E)) ds,

pH1,1<i<d (4.3.42)

<C
3 o
I~
S

By Lemma 1.2.14, (I — P;)A’" = 0, thus (4.3.42) can be written as

[ Gya-r a5 |

jeD(@) I

m,i)

€Z; fij
Ln <ﬁ) (I— Py APE*ds = v¥,  (4.3.43a)

X

m,

where v . is the projection of the residual given by

j:
m=p,p+1, 1<i<d. (4.3.43D)
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For m = p + 1, we use the orthogonality properties (2.2.6) to reduce (4.3.43a) to
/ L2, ( )  gx — Z / pH ’ ST —P)AM Y% ds =% (4.3.44)

which by (2.2.6) is equal to

. 1 _ 2p+3
AH = -(1—P)) > Ay - AN YE+ Trfﬂ,i. (4.3.45a)
JeD(i)
For m = p, we get similarly
o1 _ 2p+1
6 =5 (=P > (Aj = AN)SF + =~ (4.3.45b)
jeD(@)
subject to the initial conditions
~+E(0) = hPTHI = P;)ci(0), 6%(0) = 0. (4.3.45¢)

Note that (4.3.45) and (4.3.43b) ensures that v, 8 € N(A;), 1 <i < d.
Then (4.3.45) and (4.3.43b) together describe the procedure to obtain the coefficients of E*,

4.3.5 Asymptotic Exactness of the Transient Component of the
Error Estimate

In this subsection we will show the asymptotic exactness of the error estimate.

We define
g = {v(x) - i (Lp+1 (%) ai— L, (%) bi> :ab; € N(A;)N éR(Ak)}. (4.3.464)

Then we can split £, = &, @ Epl, where

g = {v(x) €&, /wtv dx=0,Vwe gp} (4.3.46Db)

= { = Z < p+1 <xz> a; — L <JZZ> bi) : a;, b, € ﬁN(Akz)} ) (4~3‘46C)

=1

where we used the fact that, by Lemma 1.2.3,

(NV(A) = (@R(AQ) . (4.3.47)
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Lemma 4.3.3. If q € &, satisfies the orthogonality condition

d
Z (/ 85 d€ / % Z/ZA’“qda') =0, Vve§, (4.3.48)

then q = 0.

Proof. First we integrate equation (4.3.48) by parts to write

d

Z( / g\g quﬁ—l—/ th/Z-Aé”qda) =0, Vves,. (4.3.49)
% r

i=1 i

Adding (4.3.48) and (4.3.49) and setting v = q, the integral on A vanishes because of the
symmetry of A;, 1 <17 < d, and we get

Z/ HAF — A7 )qdo = 0. (4.3.50)

Since (A — A;) is positive semi-definite by (1.2.25f), there exists a matrix L; such that

K3 K3

LiL; = (A — A;), and (4.3.50) yields

d
Z/ IL;q||? do = 0, (4.3.51)
i=1 /T

which yields

and therefore
(A} — A )dlr, = L'Liqlr, =0, 1 <i<d. (4.3.53)

By property (1.2.25b) and (4.3.53) we obtain

A, 1<i<d. (4.3.54)

Since q € &,

d
a(€) = > Lyi(€)a; = Ly(&)bs, a5, b; € N(Ay) NP R(AL). (4.3.55)

i=1

Substituting (4.3.55) into (4.3.54) yields

d
Y Lpal&)(Asay) — Ly(&)(Ab)) =0, €Ty, 1<i<d (4.3.56)
j=1
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Since L,(&;), Ly+1(&;), 7 € D(i) are pairwise orthogonal functions on I'; and therefore
linearly independent, (4.3.56) yields

Thus, a;,b; € UL, N(A,), which, when combined with a;, b; € @7, R(A;) and (4.3.47),
yields

or equivalently q = 0. O

Theorem 4.3.4. Under the assumptions of Theorem 4.2.1, assume further that u;, is com-
puted by approximating the initial conditions by muy and let

d

E™(t, 7€) = (Lpa(§)7F () — Ly(&)8 7 (1), (4.3.59)

J=1

where v, 5?, 1 <1 <d, are solutions of (4.3.45) and (4.3.43b).
Then, att = O(1) and forp > 1,

e*(t,x) = E¥(t,x) + O(h*"?), xcw. (4.3.60)

Proof. Since the true solution u is continuous and u = u~ on dw, u satisfies

d

ou ou d 0 B
IS <E +D A - g) P / VIAL (u-u) ds, Vv EE,  (4361)

J=1

Subtracting (4.3.41b) from (4.3.61) gives

d(e—ET d de
H— A— | d
/wV < ot +Zl jal‘j *
d —
= Z/ vy ALY (e — E'-E¥ e + E7)) ds, Vv eE,. (4.3.62)
Since v € &,, we can write
d T T
vx) =3 Ly <ﬁ) ai— L, <ﬁ) b, a,b; € N(A)), (4.3.63)
i=1

while E* is defined in (4.3.22a) as

d
E'(t,hE) =Y Ly ()77 (1) — Ly(&§)sen(A)yi (1), v € N(A))*. (4.3.64)

j=1
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By (1.2.25¢) and (1.2.12), sgn(A;)¥; € R(A;) = N(A;)*, which, together with (4.3.64),
yields
(a;,%; (1)) =0, (b;,sgn(A;)¥;(t) =0, 1<i<d. (4.3.65)
d

By substituting v and E*, as defined in (4.3.63) an
the orthogonality property (2.2.6), we obtain

(4.3.64), into [ V'faE dx and applying

(201 () 50 - £, () sn(A0370) ) ax

i/ Ly < 2) (a;, %7 (1)) + L (ﬁ) (bi,sgn(Aj)"yjl(t» dx
= (Z], Vve gp. (4.3.66)

Furthermore, by substituting v, E* and E*, as defined in (4.3.63), (4.3.64) and (4.3.41a),
into | VtAi%;E%) dx and applying the orthogonality property (2.2.6), we obtain

/VtAinX:%i/ <Lp+1 <x—hj) a,— L, <$_h]) bi)tAi
w i =1 7w

(L;H (2 ) (v +v7) - L, (%) (sen(Ai)y; + 5?‘)) dx
:%/LUL]D(h)L;H(h)(Ab) ('714_+'7;E)dx
=0, Vve§, 1<i<d, (4.3.67)

where we used the fact that b; € N'(A;).
Subtracting (4.3.66) and (4.3.67) from (4.3.62) yields for e =e—E* —E¥ and e = e~ —E"~

/w ( zd:Aﬂa ) dx = Z/ vy Al (e—€e)ds, Vv E€E, (4.3.68)

By (4.3.19) we can write
€= (et —EY) + (¥ — E¥) + O(W*?), (4.3.69)
which, since et — E+ = O(h?*?) by Theorem 4.3.2, infers

e = (e — E¥) + O(h?). (4.3.70)
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We will now show that € = O(hp”).

Since, by definition, e — €& = 5 fp we can split € into
e=et+e +ON?), ecE, et &, (4.3.71)
where €, €- are the projections of (e — E¥) into £, and gpl

First, we show that et = O(h?P*?).

By property (1.2.25b) and the fact that del € Sp , we have AS =0, s =+,—
1 <1 < d. Thus, substituting 6\0 et for v in (4 3.68), the right side vanlshes and we obtaln

/(%) gjd /(a;; ) (aaiﬁ O<h”“>) dx =0, (4.3.72)

which, by applying the Cauchy-Schwarz inequality, infers

2

get get\' et
— I ==/ (=) Om"*?)dx < Ch*"?|w|"? | — 4.3.73
L e =
Dividing (4.3.73) yields
=1
' 9| < opprr) (4.3.74)
ot |y,
Applying inverse inequality (1.2.65) to (4.3.74), we obtain
et et
— < Cw|V? < C"hP 4.3.75
’ ot lwl” ot o ( )
By initial conditions (4.3.39), E'B(O, x) = e%(0,x), x € w, thus
(e+€h)(0,x) = (e —E¥)(0,x) =0, x € w. (4.3.76)

Thus, €+(0,x) = 0, x € w, which together with (4.3.75) and the Fundamental Theorem of
Calculus yields €+ = O(h?*?), and therefore

e=¢e+ Oh"?), ecé,. (4.3.77)

Applying the linear transformations t = T'r, T > 0, and x = h&, (4.3.68) becomes

h Oe
t | vve ug PP
/AV <T37+jz Jaf>d£ Z/VVJA €)do, Vves,  (43.78)
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where €(7, &) = €(T', h§).

The Maclaurin series of € € gp with respect to h is

&(t.hg) =Y hqu(t.€), ay €&, k>0, (4.3.79)
k=0
which together with (4.3.77) yields
p+1
e(t,6) =D hFaqu(t,&) + O(h+?). (4.3.80)
k=0
By (4.3.38) and (4.3.40),
e (t,€) = O(h?), (4.3.81)

Substituting (4.3.80) and (4.3.81) into (4.3.68) yields

p+1 h aq aq d
E k k E A k o § / t 'AITL]'
=0 g (/A (T or - = 7 ag] ) d€ j=1 Iy v ’ o do.)
= O(h'*?), Vv € &, (4.3.82)

which infers that all terms of the same power in A are zero.

The O(1) term leads to the orthogonality condition for q,
d
Z ViA. 9qy d t, AP _
j £E— | VvjAllqpdo | =0, VveSE,. (4.3.83)
j=1 0 Ly ’
Since q, € &, by (4.3.79) and satisfies (4.3.83), Lemma 4.3.3 infers q, = 0.

Using induction, we assume that q; =0, 0 <[ <k —1, k < p+ 1, and apply the O(h*)
term to obtain the orthogonality condition

d
Z / ViA—F 04y d¢ — / \% V]A’]qk do | =0, VveE, (4.3.84)
A ag]

j=1
which, by Lemma 4.3.3 and (4.3.79), infers q;, =0, £k <p+ 1.

Substituting q, = 0, k¥ < p+ 1 into (4.3.80) yields € = O(h?*?), which, when substituted
into (4.3.70), yields (4.3.60). This completes the proof. O

4.4 Computational Examples

We start with an example that validates the superconvergence results of Theorem 4.3.1
for d = 3. Then, we apply our error estimation procedure to several problems to show that
computations and theory are in full agreement. We use the L2-projection ITug to approximate
the initial conditions and m;, 1 <7 < d to approximate the boundary conditions.
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4.4.1 Example for Superconvergence

Example 4.4.1. Let us consider the three-dimensional system

s+ Au, + Asuy, + Aszu, =gt 2,9, 2), (1,y,2) € (0,1)°, 0 <t <1, (4.4.1a)
where
2 -1 -1 -1 1 2 -1 0 2
Ar=|-1 1 1], Aa=(121]. a,=(0 =1 0], (4.4.1b)
-1 1 2 2 1 3 2 0 -1

and select g(t, x,y, z), the initial and boundary conditions such that the true solution is

exp(t +z —y—z)
u= |exp(t—z+y—2)|. (4.4.1c)
exp(t —z —y+ 2)

Basic linear algebra leads to the following results
R(A]) =R% R(A]) = {0}, (4.4.2)

—0.9260656482554513
R(A;) = span{z }, R(AT) = R(A;)", z1 = [ 0.1480943063089058 | | (4.4.3)
0.3470885932439939

and
R(AT) = span{z,}, R(A3) = R(A])*, zo = (1,0,1)". (4.4.4)

The spaces R(A;) and R(Aj;) are two planes whose intersection is the line defined as
span{z}, where

0.1147781473323876
0.9867380370644933 | € R(AT) NR(AL) NR(A;). (4.4.5)
—0.1147781473323876

Z1 X Zo
7 = ——— —
|21 X zs|

Applying the superconvergence result (3.2.1) we show that z'e is O(hP*?) at the shifted
Radau points (§;7, &, &)

Next, we solve (4.4.1) on uniform meshes having 43, 63,83 10% square elements and p =
0,1,2,3, and present in Table 4.4.1 the maximum errors |z'e| at shifted Radau points over
all elements. These results validate the superconvergence theory of Theorem 3.2.1.
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N

p=0
|z'e| order

p=1
|z'e| order

p=2

z'e|

order

p=3
|z'e| order

43
63
83
103

0.1320 —

0.1067  0.5253
8.419e-2 0.8225
7.472e-2  0.5350

1.566e-2 —

5.259e-3  2.6904
2.287e-3 2.8948
1.256e-3 2.6839

6.086e-4
1.403e-4
4.808e-5
2.066e-5

3.6189
3.7223
3.7863

0.147e-5 —

7.646e-6 4.7030
1.929¢-6  4.7878
6.568e-7 4.8271

83

Table 4.4.1: Maximum errors |z'e[, z given by (4.4.5), at shifted Radau points (£,¢,€;)
and t = 1 over all elements for Example 4.4.1.

4.4.2 Examples for A Posteriori Error Estimation

Example 4.4.2. Let us consider three-dimensional wave equation

Pv  Pv  Pv 9w
— =t =t = € (0,1 0<t<1 4.4.6
3t2 8.12 + ayQ + 8227 (x,y,Z) ( 9 ) Y — Y ( )
which can be written as the first-order linear hyperbolic system
u, + A, +Au, +Azu,=0, (v,y,2) € (0,1)°, 0 <t <1, (4.4.7a)
where
Vg + Uy -1 0 0 0 -1 0 0 0 —1
u= Uy ,Ay=10 1 0),A=|-1 0 0],A3=|0 0 0|,
U, 0 01 0O 0 0 -1 0 0
(4.4.
and select initial and boundary conditions such that the true solution is
u=1[2,(vV3-1),(V3—-1] sin(vV3t +z +y+2). (4.4.7¢)

While the matrix A; is invertible and admits the eigenvalues {—1,1,1}, both Ay, A3 are
singular and admit the eigenvalues {—1,0,1}. Moreover, the eigenvectors vectors (0,0, 1)
and (0, 1,0)" are associated with the zero eigenvalue for A, and Aj, respectively. Applying
our theory, the stationary error estimate E* can only accurately estimate the component of
error lying in (N (A1) N (A) DN (As))" = span{(1,0,0)'}, i.e., only Ei is an accurate

estimate of e;.

In order to validate our theory we solve (4.4.7) on uniform meshes having N = 103, 152, 203, 303
elements with p = 1,2,3 and show the stationary error estimates at ¢ = 1 in Table 4.4.3.
These results confirm our theory, i.e., only Ei is an accurate estimate of ;. On the other-
hand we observe that the transient error estimates E++E% shown in Table 4.4.2 are accurate
for all components of e and converge to the true error with mesh refinement.
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Finally, we plot the global effectivity indices versus time in Figure 4.4.1 where we observe that
the global effectivity indices for the transient a posteriori error estimate E- + E™ oscillate
near t = 0 before approaching unity with increasing time for Iluy. However, effectivity
indices stay close to unity at all times when using muy.

(p| N| lelzae  order|[le—EX —E¥[yq order| 6 |
10% | 1.0690e-3 — 1.7744e-4 — | 0.9897

1 153 | 4.7450e-4  2.003 5.4945e-5 2.891 | 0.9949
203 | 2.6690e-4 2 2.4042e-5 2.873 | 0.9969
303 | 1.1867¢-4 1.999 7.5900e-6 2.844 1 0.9985

103 | 1.6675e-5  — 1.0085e-6 — 0.998

9 153 | 4.9355¢-6  3.003 2.0831e-7 3.89 | 0.9988
203 | 2.0813¢-6 3.001 6.8713e-8 3.855 | 0.9992
303 | 6.1650e-7 3.001 1.4723e-8 3.799 | 0.9994
10 5.9039-8  — 2.7592e-8 — 10.8923
3115% [ 1.0998¢-8 4.145 3.6731e-9 4.973 | 0.9463
203 | 3.4026e-9 4.078 8.7744e-10 4.977 | 0.9684

Table 4.4.2: L2-errors |le|2q, |6 — E* — E*||,q and their order of convergence. Global
effectivity indices corresponding to transient estimates for Example 4.4.2 at t = 1 using
Huo.

Example 4.4.3. Let us consider Mazxwell’s equations of electromagnetism,

eoa—f —VxH, V-E=0, (4.4.8)
m%—? —VxE V-H=0, (4.4.8b)

where E(t,x) = (&, &y, E.)" and H(t,x) = (Hy, Hy, H.)" denote the electric and magnetic
field and pio = 47-107" NA™2 and g9 = ¢y 11y " denote the magnetic and electric permittivity
in free space, respectively, with cy = 299,792,458 ms=2 being the speed of light.

For a transverse electric wave traveling in the x1xo-plane, £, = H, = H, = 0. If we choose
space and time units such that co = 1, (4.4.8) yields the symmetrizable hyperbolic system
ou ou ou

A —F+A— = Q=012 0<t<1 4.4.9
8t+ 18$1+ 281‘2 g,XG (7 )7 <t < ; ( a)

where

NG 0
u= [ @& |, Ar=10
0

0
0
JioH. 1

o~ o
>
[}

I

0
0 0 |. (4.4.9b)
0
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‘p‘ N‘ el order ‘ He—ElH* order 0*
7.7279¢-4 1.4936¢-4 0.9854

103 | [5.2229¢-4 — 1.7895¢-4 — 0.9414
. 5.2229¢-4| O [17895e-4] | [0.9414]
3.4175e-4 2.0124 4.5616e-5 2.9253 0.9930

153 | [2.3277e-4 1.9932 7.7992¢-5 2.0483 0.9430
2.3277e-4|  [1.9932] | [7.7992¢-5|  [2.0483] | [0.9430]
(1.9191e-4|  [2.0058] | [1.9691e-5] [2.9202] | [0.9958]

20 | |1.3116e-4 1.9939 4.3639¢-5 2.0184 0.9435
1.3116e-4|  [1.9939] | [4.3639¢-5|  [2.0184] | [0.9435]
[8.5201e-5| [2.0027] | [6.0422e-6]  [2.9137] | [0.9980]

30% | |5.8411e-5 1.9951 1.9367¢-5 2.0036 0.9436
5.8411e-5 1.9951 1.9367¢-5 2.0036 0.9436
1.2286¢-5 7.6622¢-7 0.9987

10% | [7.9715e-6 — 2.2178¢-6 — 0.9599
5 |7.9715e-6] ] [22178e-6] | [0.9599]
3.6364¢-6 3.0027 1.5291e-7 3.9747 0.9993

153 | |2.3596¢-6 3.0024 6.5430e-7 3.0106 0.9604
2.3596¢-6|  [3.0024] | |6.5430e-7|  [3.0106] | [0.9604]
[1.5335¢-6| [3.0014] | [4.8655e-8]  [3.9804] | [0.9995]

20° | 19.9509¢-7 3.0013 2.7577e-7 3.0034 0.9606
10.9509e-7|  [3.0013] | [2.7577e-7|  [3.0034] | [0.9606
[4.5422¢-7]  [3.0008] | [9.6651e-9]  [3.9861] | [0.9997]

30% | [2.9475¢-7 3.0008 8.1706e-8 3.0001 0.9607
2.9475e-7 3.0008 8.1706e-8 3.0001 0.9607
4.3963¢-8 2.1158¢-8 0.8856

103 | [2.7864e-8 — 1.5094e-8 — 0.8500
3 2.78646-8 | | 1.50946-8 | 08500
[8.1367e-9| [4.1606] | [2.7924e-9|  [4.9945] | [0.9441]

153 | |5.2316¢-9 4.1252 2.3889¢-9 4.5465 0.8943
5.2316e-9|  [4.1252] | |2.3889¢-9|  [4.5465] | [0.8943]
[2.5112e-9|  [4.0865]| | [6.6341e-10]  [4.9960]| | [0.9678]

207 | |1.6234¢-9 4.0676 6.7499¢-10 4.3934 0.9123
1.6234¢-9 4.0676 6.7499¢-10 4.3934 0.9123

85

Table 4.4.3: Componentwise L?(Q)-errors ||e||*, |[e—E*||* at t = 1, their order of convergence
and global effectivity indices 6* corresponding to stationary estimates for Example 4.4.2 using
Hll().
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n=10°%, p=1 n=15°%, p=1 n=20°, p=1
1.1 1.1 1.1
1 1 1 [‘——
£ 09 o9 €09
0.8 0.8 0.8
0.7 0.7 0.7
0 05 1 0 0.5 1 0 05 1
t t t
n=10°, p=2 n=15°, p=2 n=20°, p=2
1.1 1.1 1.1
1 1 1
€ o9 o9 o9
0.8 0.8 0.8
0.7 0.7 0.7
0 0.5 1 0 0.5 1 0 0.5 1
t t t
n=10°, p=3 n=15°, p=3 n=20°, p=3
1.1 1.1 1.1
1 1 1
209 2 o9 2 o9
0.8 0.8 0.8
0.7 0.7 0.7
0 0.5 1 0 0.5 1 0 05 1

t t t

Figure 4.4.1: Global effectivity indices versus time using muy (dotted) and ITuy (solid) for
Example 4.4.2.

We will select initial and boundary conditions such that the true solution is

u(t,x) = (1, -1,V2)  exp(t + x_—i—y)’ Vo<t<l, xeq. (4.4.9¢)

V2

Both matrices A, Ay are singular and admit the eigenvalues {—1,0,1}. Moreover, the
eigenvectors (1,0,0)" and (0,1,0)" are associated with the zero eigenvalue for A; and A,,
respectively. Applying our theory, the stationary error estimate E' can only accurately
approximate the component of the error lying in (N(A;) @PN(42))" = span{(0,0,1)"},
i.e., only E5 is an accurate estimate of e3.

We further note, that (4.4.9) does not satisfy the conditions of Lemma 3.1.1, since both
matrices are singular and P§72A2P172 = P§’2A1P272 =0.

To validate our theory, we solve (4.4.9) on uniform meshes having N = 202, 302, 40? elements
for p = 1,2,3 using ITuy. We present the componentwise L2-errors and effectivity indices
corresponding to the stationary error estimate E* at ¢t = 1 in Table 4.4.4. In Table 4.4.5,
we present the L2-errors and effectivity indices for the transient error estimate EX + E™ at
t = 1. We observe that the effectivity indices for the transient error estimate and for the third
component of the static estimate converge to unity under mesh refinement. Furthermore,
we plot the effectivity indices for the transient error estimate versus time in Figure 4.4.2 to
show that B+ + E™ is asymptotically accurate for t = O(1), which is in full agreement with
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Theorem 4.3.2. We further note that the effectivity indices stay close to unity at all times
when using mug. For ITug, the effectivity indices oscillates about unity near ¢ = 0 before

approaching unity.

o(t)
e

6(t)
-

n=20%, p=1

11

n=30%, p=1

n=40%, p=1

0.9 0.9
0.2 0.4 0 01 02 03 0 0.1 0.2
t t t
n=20%, p=2 n=30%, p=2 n=402, p=2
11 11
g 1 g 1
0.9 0.9
0.2 0.4 0 01 02 03 0 0.1 0.2
t t t
n=20%, p=3 n=30%, p=3 n=40%, p=3
11 1.1
F 1 F 1
0.9 0.9
0.2 0.4 0 01 02 03 0 0.1 0.2

Figure 4.4.2: Global effectivity indices versus 0 < ¢ < 12 using muy (dotted) and ITuy (solid)

for Example 4.4.3.

Example 4.4.4. For a general electromagnetic wave, if we choose space and time units such
that co = 1, we can write (4.4.8) as

where

u + Aju,, + Asu,, + Asu,, =0

VEEs
VEE,
NeT
VEoHs
N
N
0
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(4.4.10a)

(4.4.10b)

(4.4.10¢)
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‘p ‘ N ‘ lle||* order ‘ e — EX||* order f*
6.5522¢-4 3.1339¢-4 0.8869
20% | |6.5522¢-4 — 3.1339¢-4 — 0.8869
1 | 7.49846-4 | | 1.6742¢-5 | | 1.0098 |
(2.9219e-4|  [1.9917] | [1.3995¢-4]  [1.9883] | [0.8835]
302 | |2.9219¢-4 1.9917 1.3995¢-4 1.9883 0.8835
3.3401e-4 11.9944| | [5.1471e-6]  [2.9090| | [1.0064]
[1.6464¢-4]  [1.99417 | [7.8949¢-5|  [1.9899] | [0.8818]
402 | |1.6464e-4 1.9941 7.8949¢-5 1.9899 0.8818
1.8808¢-4 1.9963 2.2516e-6 2.8739 1.0049
1.8615¢-6 9.2510e-7 0.8738
202 | |1.8615¢-6 — 9.2510e-7 — 0.8738
2 2.1636€-6 | | 4.3112¢-8| 1 1.0068 |
[5.5275e-7|  [2.9946] | [2.7502¢-7|  [2.9918] | [0.8714]
302 | |5.5275e-7 2.9946 2.7502e-7 2.9918 0.8714
6.4190e-7 2.9968| | [8.5587€-9 3.9877| | [1.0045
[2.3346e-7|  [2.9960] | [1.1626e-7]  [2.9929] | [0.8702]
40% | |2.3346e-7 2.9960 1.1626e-7 2.9929 0.8702
2.7097e-7 2.9978 2.7180e-9 3.9872 1.0034
4.0497¢-9 2.0511e-9 0.8674
202 | [4.0497¢-9 — 2.0511e-9 — 0.8674
3 4.7423€-9 | 1.2019¢-10 | 1.0056 |
[8.0124e-10]  [3.9960] | [4.0607e-10] [3.9945] | [0.8655]
302 | |8.0124e-10 3.9960 4.0607e-10 3.9945 0.8655
19.3760e-10|  [3.9978| | [1.5854e-11] [4.9960] | |1.0038
[2.5374e-10|  [3.9969] | [1.2867¢-10] [3.9949] | [0.8644 ]
402 | [2.5374e-10 3.9969 1.2867¢-10 3.9948 0.8644
2.9680e-10 3.9984 3.7661e-12 4.9964 1.0029

88

Table 4.4.4: Componentwise L*(Q)-errors ||e||*, ||e — E*||* and their order of convergence.

Global effectivity indices corresponding to static estimates for Example 4.4.3 at ¢t = 1 using
Huo.
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‘p‘ N‘ lle|| order‘He—EL—E%H order‘ 0 ‘
107 | 4.7312e-3 — 2.1562¢-4 — 1.014
11]20%] 1.1920e-3 1.989 3.7742e-5 2.514 | 1.007
302 | 5.3133e-4  1.993 1.4545e-5 2.352 | 1.005
40% | 2.9931e-4  1.995 7.5490e-6 2.28 |1.004

10% | 2.7124e-5 — 1.3917e-6 — | 1.007
2120? | 3.4076e-6 2.993 1.2010e-7 3.535 | 1.003
302 | 1.0115e-6 2.996 3.0819e-8 3.355 | 1.002
40% | 4.2712e-7  2.997 1.1987e-8 3.283 | 1.001

10% | 1.1855¢-7 — 7.7486e-9 — | 1.005
3120%| 7.4357¢-9  3.995 3.0928¢-10 4.647 | 1.002
302 | 1.4707e-9  3.997 5.0845e-11 4.453 | 1.001
40?% | 4.6568¢-10  3.998 1.4522¢-11 4.356 1

Table 4.4.5: L*(Q)-errors |le[2,0, [|le — E* — E¥||20 and their order of convergence. Global
effectivity indices corresponding to transient estimates for Example 4.4.3 at t = 1 using [Tuy.

We will choose the initial and boundary conditions, such that

(4.4.10d)

u:@4].30$%%0+ﬂiﬂiﬁ)

V3

The matrices Ay, Ay and Az each have eigenvalues {—1,—1,0,0,1,1}. Since ﬂ?zl N(A)L =
{0}, we expect that the stationary error estimate E+ will not accurately estimate any com-
ponent of the error.

To show that the global effectivity index approaches 1 as h — 0 for the transient error
estimate, we plot the Ly norms ||e20, |le — E*|ls.0 and |le — EX — E¥||,q, and the order
of convergence and effectivity indices for both the static and transient error estimate of the
solution at ¢ = 1 in Table 4.4.6. We observe that the effectivity indices for the transient
error estimate converge to unity under mesh refinement. Furthermore, we plot the effectivity
indices for the transient error estimate versus time in Figure 4.4.3 to note that E+ + E® is
asymptotically accurate, which is in full agreement with Theorem 4.3.2.

Example 4.4.5. Let us consider the acoustic wave equation,
— = V=0, (4.4.11)
c

where p is the acoustic pressure, measured as the local deviation from the ambient pressure,
and where ¢ is the speed of sound. In two space dimensions,if we choose space and time
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p| N|lelo order | [le = E*|laq order 0 |le—E"—E*| order 0

5% 1 2.7204¢-3 — 1.5911e-3 — 0.8247 | 6.4114e-4 — 0.9373

1 103 | 7.0738¢e-4  1.943 | 4.2000e-4 1.922  0.8099 | 1.1585e-4 2.468 0.9468
153 | 3.2008e-4  1.956 | 1.9281e-4 1.92  0.8013 | 4.4673e-5 2.35  0.9531
203 | 1.8197e-4  1.963 | 1.1072¢-4 1.928 0.7957 | 2.3132e-5 2.288 0.9578

53| 5.7423¢-5  — 2.4109e-5 — 0.9042 | 4.0141e-6 — 0.9911

9 103 | 7.1593e-6  3.004 | 3.0060e-6 3.004 0.9059 | 3.3614e-7 3.578 0.9943
153 | 2.1202e-6  3.001 | 8.9145¢-7 2.998 0.9062 | 8.3428¢-8 3.437 0.9955
203 | 8.9430e-7  3.001 | 3.7643¢-7 2.997 0.9062 | 3.1751e-8 3.358  0.9961

53 12.2997e-7  — 1.7503e-7 — 0.6743 | 1.4469e-7 — 0.7627

3 103 | 1.2713e-8  4.177 | 8.4473¢-9 4.373 0.7588 | 4.8993¢-9 4.884 0.8877
153 2.4573e-9  4.054 | 1.5742¢-9 4.144 0.7751 | 6.9336e-10 4.822 0.9228
203 | 7.7323¢-10  4.019 | 4.8982¢-10  4.058 0.7788 | 1.7721e-10 4.742  0.9378

Table 4.4.6: Example 4.4.4: L? errors |e||sq, |le — EY|loq and |e — EX — E¥||yq at t = 1,
their order of convergence and global effectivity indices 6 for Example 4.4.4 using I[Tuy.

n=10, p=1 n=15, p=1 n=20, p=1
1.1 11 11
1 1 1
s 09 s 09 (\ & 09 (v\‘
0.8 0.8 0.8
0.7 0.7 0.7
0 0.5 1 0 0.5 1 0 0.5 1
t t t
n=10, p=2 n=15, p=2 n=20, p=2
1.1 11 11
1 1 1
s 0.9 s 09 09
0.8 0.8 0.8
0.7 0.7 0.7
0 0.5 1 0 0.5 1 0 0.5 1
t t t
n=10, p=3 n=15, p=3 n=20, p=3
1.1 11 11
1t 1 1
< 0.9 ) s 09 g 09
0.8 0.8 0.8
0.7 0.7 0.7
0 0.5 1 0 0.5 1 0 0.5 1

t t t

Figure 4.4.3: Global effectivity indices versus time using muy (dotted) and ITuy (solid) for
Example 4.4.4.
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units such that ¢ =1, (4.4.11) can be written as the symmetric hyperbolic system

u;+ A, + A, =0, (v,y) € (0,1)% 0<t <1, (4.4.12a)
where
Dy 010 0 01
u=|-ps|, Ai=(10 0], A,=10 0 0]. (4.4.12b)
—Dy 000 100
We select initial and boundary conditions such that the true solution is

p=sin(t —z —y). (4.4.12¢)

Both matrices A, Ay are singular and admit the eigenvalues {—1,0,1}. Moreover, the
eigenvectors (0,1,0)" and (0,0,1)" are associated with the zero eigenvalue for A; and A,,
respectively. Applying our theory, the stationary error estimate ET can only accurately
approximate the component of the error lying in (N(A;) @ N (A))" = span{(1,0,0)'},
i.e., only Ei is an accurate estimate of e;. We solve (4.4.12) on uniform meshes having
N = 102,202, 30% elements for p = 1,2, 3 using [Tuy and present the L? errors and effectivity
indices corresponding to the transient error estimate E* + E¥ at ¢ = 1 in Table 4.4.8. We
observe that the effectivity indices converge to unity under mesh refinement.

We plot the L? errors and effectivity indices corresponding to the static error estimate E*-
for each component in Table 4.4.7. We observe that E* is fully approximates the error only
in the third component, which is in full agreement with Theorem 4.3.4.

In Figure 4.4.4 we plot the global effectivity indices for the transient error estimate versus
time. We note that the error estimate E+ +E™ is asymptotically accurate at ¢ = O(1) under
mesh refinement, and that the effectivity indices stay close to unity at all times when using
muy. For Iluy the effectivity indices oscillates about unity near ¢ = 0 before approaching
unity.
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p| N| lle||* order | [le—E*[* order | 0 |
1.3359e-4 1.6607e-5 1.0262
102 1.4760e-4 — 1.0632¢-4 — 0.7140
1 1.4760e-4 1.0632e-4 0.7140

[3.3812¢e-5]  [1.9822] | [2.1585¢-6]  [2.9437] | [1.0140]
202 | [3.7917e-5 1.9607 2.7574e-5 1.9470 0.6956
3.7917e-5|  [1.9607| | [2.7574e-5| [1.9470] | [0.6956
[1.5099¢-5]  [1.9883] | [6.5571e-7|  [2.9385] | [1.0096]
302 | [1.7038¢-5 1.9730 1.2455¢-5 1.9601 0.6883
1.7038¢-5 1.9730 1.2455¢-5 1.9601 0.6883

1.8992¢-6 3.5861¢-8 0.9959

102 | {1.6059¢-6 - 7.4800e-7 - 0.8810

2 | 1.6059¢-6 | 7.4800¢-7 08810
[2.3711e-7|  [3.0017] | [2.3493¢-97  [3.93217 | [0.9980]

202 | [2.0061e-7 3.0009 9.3787¢-8 2.9956 0.8821
2.0061e-7|  [3.0009] | |9.3787e-8| [2.9956] | |0.8821]
[7.0230e-8]  [3.0009] | [4.7920e-10] [3.9208] | [0.9987]
302 | [5.9436e-8 3.0002 2.7831e-8 2.9962 0.8824

5.9436e-8 3.0002 2.7831e-8 2.9962 0.8824

3.4333e-9 4.1789e-10 1.0110
102 3.6786e-9 — 2.6819¢-9 — 0.6947
3 3.6786¢e-9 2.6819¢-9 0.6947 |

[2.1520e-10]  [3.99587 | [1.3074e-11] [4.99847 | [1.0071
202 | {2.3313¢-10 3.9799 1.7088¢-10 3.9722 0.6850
2.3313¢-10|  [3.9799] | [1.7088¢-10]  [3.9722] | [0.6850]
[4.2576e-11]  [3.9961| | [1.7230e-12] [4.9981] | [1.0051]
302 | |4.6335¢-11 3.9848 3.4077e-11 3.9765 0.6806
4.6335¢-11 3.9848 3.4077e-11 3.9765 0.6806

Table 4.4.7: Componentwise L?(Q)-errors ||e||*, ||e — E*||* and their order of convergence.
Global effectivity indices corresponding to static estimates for Example 4.4.5 at ¢ = 1 using
Huo.
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ip| N| el order | [le —E* —E*|| order| 0 |
10% | 2.4782¢-4 — 3.5072e-5 — 1 0.9685
1]20%| 6.3394e-5  1.967 6.5200e-6 2.427 109717
30% | 2.8435¢-5 1.977 2.5723e-6 2.294 | 0.974

102 | 2.9606¢-6 — 1.1041e-7 - 10.9927
2120?| 3.6975e-7  3.001 1.0393e-8 3.409 | 0.9956
302 | 1.0953e-7 3 2.7126e-9 3.313 | 0.9967
10% | 6.2331e-9 — 1.0456e-9 — 10.9562

31207 3.9372¢-10 3.985 4.5621e-11 4.518 | 0.9695
307 | 7.8144e-11 3.988 7.8266e-12 4.348 | 0.9748

Table 4.4.8: L*-errors ||e||2q, |6 — EX — E¥||l,q and their order of convergence. Global
effectivity indices corresponding to transient estimates for Example 4.4.5 at ¢ = 1 using
Huo.

n=10% p=1 n=20%, p=1 n=30%, p=1
11 11 11
1.05 1.05 1.05
s 1 s 1 = 1
® 0.95 ' ® 0.95 ® 0.95
0.9 0.9 0.9
0 0.5 1 0 0.5 1 0 0.5 1
t t t
n=10%, p=2 n=20%, p=2 n=30%, p=2
11 11 11
1.05 1.05 1.05
s 1 s 1 s 1
® 0.95 ® 0.95 ® 0.95
0.9 0.9 0.9
0 0.5 1 0 0.5 1 0 0.5 1
t t t
n=10%, p=3 n=202, p=3 n=302, p=3
11 11 11
1.05 1.05 1.05
s 1 s 1 = 1 W/m\v
® 0.95 ® 0.95 ® 0.95
0.9 0.9 0.9
0 0.5 1 0 0.5 1

t t t

Figure 4.4.4: Global effectivity indices versus time using muy (dotted) and ITuy (solid) for
Example 4.4.5.



Chapter 5

Error Analysis for Linear
Symmetrizable Hyperbolic Systems

In this chapter we will investigate the asymptotic error behavior for the DG Method on one
element w = (0, h)? applied to symmetrizable hyperbolic systems with constant coefficients.

Thus, assume that there is a symmetric positive definite matrix Sy for which the matrices

are symmetric, and let u € [C2([0, T], CP*2(Q))]™ be the true solution of the symmetrizable
hyperbolic system (1.3.1).

The DG method on w consists of finding u;, € P, that satisfies

d t _
[ (3o (] S i o).
w . w J w

7=1
VveP, 0<t<T, (50.2a)

subject to the initial and boundary conditions

uy,(0,x) = mup(x) or uy(0,x) = [Muy(x), x € w, (5.0.2b)
(A, (t,x) = (LA mu(t,x), x€v, 1<i<d 0<t<T. (5.0.2¢)

We will show that (1.3.1) and (5.0.2a) can be reduced to a symmetric hyperbolic system, for
which the results of Chapter 4 hold. Thus, the leading term can again be expressed as a linear
combination of Legendre polynomials of degree p and p + 1. The superconvergence results
hold also for the symmetrizable case. We then apply these asymptotic results and generalize
the error estimation procedure of the previous chapters to obtain efficient and asymptotically
exact estimates of the discretization error. Finally, we present some computational results
for multi-dimensional systems such as Maxwell’s equations and the acoustic equation.

94
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5.1 Local Error Analysis

We will not show that (1.3.1) and (5.0.2a) can be reduced to a symmetric hyperbolic problem.

Since Sy is symmetric positive definite, we can use Cholesky factorization, which states that
there exists a positive definite matrix R such that

Sy = R'R. (5.1.1)
We define
B,=RAR ™' 1<i<d (5.1.2a)
Since B, is similar to A;, we can use Lemma 1.2.17 to show that
B, is symmetric, (5.1.2b)
Bf =RA/R™', B; =RA; R, (5.1.2¢)
and
sen(B;) = Rsgn(A) R, 1<i<d. (5.1.2d)

Next, we define the approximation operators for the initial and boundary values in the
following definition and lemma.

Definition 5.1.1. Let v denote the corrected L*-projection of v € [L*(w)|™ onto P,
defined by

av(x) = Lv(x) — i <Lp+1 <%) ¢, — L, <%) sgn(Bi)éi) , (5.1.3a)

1=

and let T5v be the corrected L*-projection of v € [L*(vF)]™ onto P,, defined by

~5 %,8 Tj\ _s ZTj —s
mv(x) = L7 v(x) — Z <Lp+1 <#> c;; — Ly <#> sgn(Bj)ci]) ,
JeD(@)
1<i<d, s=+,—, (5.1.3b)

where L,11, C;, E;’il and ¢; are defined in (2.2.15) and (2.2.16).

Lemma 5.1.2. Let R be defined in (5.1.1), I, m in (2.2.15), w7 in (2.2.16) and 7, 7 in

Definition 5.1.1, s = +,—, 1 < i < d. Then, for any function v € [CPT2(0)]™, we have
R(IIv)(x)
R(7mv)(x)

II(Rv)(x), x€w, (5.1.4a)
T(Rv)(x), X €w, (5.1.4b)

and
R(mv)(x) =7 (Rv)(x), x€v, s=+,—, 1 <i<d. (5.1.4¢)

2
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Proof. By (2.2.15),

R(L,+1v)(x) =R Z fw V(X)a (% dxwa <&>

lo <p+1 fw Vg (%) dx h
f RV(X)qu)a (%) dx T
) a7 ) = Lpn(RV)(x), 5.1.5
Oc|<zp+1 fw V2 (%) dx v < h) #(Rv)(x) ( )
and i
RG, — J,RV(X) Ly () dx L<i<a _

Jolpm () dx 77

By substituting (5.1.5) and (5.1.6) into the definition of II(Rv) in (2.2.15b), we get

(RV)(x) = Ly (RV)( Z Lo (%) (f I}VL fp(ﬂ)(g) dx)

_ R( av(x Z Lyt (x) EZ) — R(IIv)(x). (5.1.7)

By substituting (5.1.5) and (5.1.6) into the definition of 7(Rv) in (5.1.3a), we get

— ( p+1< ) L, <%) Sgn(Bi)) <f f}vajp(H)( ) dx)

- (gnts i< b (5)5 10 (5) i) )

=1

= R(7v)(x), (5.1.8)

M&

T(Rv)x = L,1(Rv)(x

where we used the fact that sgn(B;) = Rsgn(A;)R ™" by (5.1.2d).

The proof of (5.1.4¢) follows the same reasoning and is therefore omitted. O

Left-multiplying (1.3.1) by R and substituting u = R™'U yields the symmetric system

U K oU
o B,2— = Rg(t,x), 0, 0<t<T, 5.1.9
BT + zzl oz, g(t,x), x¢€ <t< ( a)

subject to the initial and boundary conditions

U(0,x) = Ruy(x), x€Q, (5.1.9b)

d d
(Z Z/Z-Bé”)U(t,x) = (ZViBfi)Ru(t,x), xed, 0<t<T. (5.1.9¢)
i=1 i=1
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Substituting v = R'w and u, = R™'U,, in (5.0.2a) and using (5.1.2c) yields

oUy, d ow'
t _ = e .
/ww ( BT Rg) dx E ( s B,;U; dx

j=1

— | w'y(BYUS +BYUy) ds), VveP, 0<t<T. (5.1.10a)
ow

Combining Definition 5.1.1 with (5.0.2b-c) yields the initial and boundary conditions
U,(0,x) = TRuy(x) or Uy(0,x) = ITRuy(x), x € w, (5.1.10b)
(vBIU;, (t,x) = (yBM)%Ru(t,x), x€7f, s=+,—, 1<i<d, 0<t<T. (5.1.10c)

Now we can state the main theorem for the spatial discretization error.

Theorem 5.1.3. Let u € [C?([0,T],CP™2(w))|™ be the solution of (1.5.1) and let u;, € P,
satisfy (5.0.2). Then the local finite element error on w for t = O(1) and p > 1 can be
written as

d
u(t, hg) — up(t, hg) = W “ri(t hé;) + O(WPF?), € € A, (5.1.11a)
=1
where
with .
1 1 oP*lu(t,0) | |
ci(t) = G o di(t) € N(A;) N @R(Ak). (5.1.11c)

Proof. Since u € [C?([0,T], CP™*(©))]™ and w;, € P,, we have U € [C?([0,T], CPT3(w))]™
and Uy, € P,. By (5.1.2b), B; is symmetric for 1 <1i < d. Thus, U and Uy, as defined in
(5.1.9) and (5.1.10), satisfy the conditions of Theorem 4.2.1 and

d
U(t, hg) — Uy (t, hg) = WP ) “Fi(t he;) + O(WPF2), € € A, (5.1.12a)
=1
where
it hE) = Lpr (&)€:(t) — Ly(&) (sgn(By)e(t) +dy(t), 1 <i <d, (5.1.12b)
with

11 9rtu(t,0)
apt1 (p+1)! 3xf+1
Lemma 1.2.161,ii yields that d; = R™'d; € N(A;) N@¢_, R(A). Then we obtain (5.1.11)

by substituting U = Ru, U, = Ru,, r; = Rr;, ¢; = Rc; and (~ll =Rd;, 1 <1 < d, into
(5.1.12). O

0 , di(t) e N(By) NEPR(By). (5.1.12¢)
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5.2 Superconvergence and A Posteriori Error Estima-
tion

The next theorem states superconvergence results for symmetrizable systems.

Theorem 5.2.1. Under the conditions of Theorem 5.1.3 with p > 1 we let Ej, 1<y <p+1,
denote the roots of Ry, (&), s =+, —, shifted to [0,1]. Thus,

i) If z is a unit vector in the union of the spaces ﬂleN(Afi)L, s; = +,—, then the
projection z'e(t,x) of the local error onto span{z} is O(hP*2) superconvergent at the
points (t,h€), &=&' 1<k <p+1, 1 <i<d, t=0(1), i.e,

z'e(t, h€) = O(hP*?). (5.2.1)

i) Moreover, if v;(a) = {x € (0,h)? : z; = a}, 0 < a < h, and if v € P,_y is a unit vector
with respect to the C'*° norm, then, at a = hEj, we have the superconvergence of the
following error averages

1
BT / ) vtAfeds = (’)(hpﬂ)7 1<k<p+1, s=+,—, 1<i<d, (5.2.2)
i (h&R)
and
1 . i
T / vi(Ale + Alfe ) ds = O(h"1?), s=+,—, 1<i<d. (5.2.3)
Vi

Proof. We will prove (5.2.1) for the case s; =+, 1 <i < d.
Thus, assume that there exists a unit vector z € (){_; N'(A;)*, which by Lemma 1.2.2 yields
z € N, R(A}), i.e., there exists v; such that

Afvi=2z,1<i<d. (5.2.4)

Left pre-multiplying e in (5.1.11a) by z’ and evaluating the resulting function at the points
(t,h€), &= (&, &), 1< ki <p+1, 1 <i<d, weobtain

d
z'e(t, h€) = hPt! Z (Lp1(&h)z'cs — Lp(&) ) (2'sgn(As)e; + 2'd;)) + O(RPH?). (5.2.5)

i=1

By the property (1.2.25b) and (5.1.11¢) we have d; € N(A;) € N(A}), which yields by
(5.2.4)
z'd;, = viAfd; = 0. (5.2.6)
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Applying (5.2.4) and the property (1.2.25d) yields
z'sgn(A;)c; = viATsgn(A))c; = viAlc, = Z'c;. (5.2.7)

Substituting (5.2.6) and (5.2.7) into (5.2.5), we prove that
e(t,h€) = pﬂz (G2l + O(hPF?) = O(RPF2). (5.2.8)

Following the same line of reasoning we establish (5.2.1) for all other cases.

The proof of (5.2.2) and (5.2.2) is equal to the proof of Theorem 4.3.1, and will not be
restated here. O

We will now present the a posteriori error estimation procedure for symmetrizable matrices,
which differs in some ways from the symmetric case.

In Theorem 5.1.3 we showed that the local discretization error for the DG method on a
physical element w = (0, k)¢ can be written as

o(t, hE) = W 3 Ly (&)enlt) — Ly(€) (sgn(Anei(t) + (1) + O™, (5.2.09)

where .

di(t) e N(A)NEPR(A), 1<i<d (5.2.9b)

k=1

By Lemma 1.2.20, ¢j- = AfAZ-cZ- is the projection into R(A;) and ¢ = (I — AfAi)ci is the
projection into N (A;), thus

ci=c+c¥ cf e R(A), cFeN(A)). (5.2.10)
Furthermore, by Lemma 1.2.20, R(A;) = R(sgn(A;)) and N(A;) = N(sgn(A;)), which
yvields sgn(A;)c; = sgn(A;)c; € R(A,).
Hence, the leading term of the spatial discretization error can be split into two parts as

e=e"+e* 4O, (5.2.11a)

where

et (t,hg) = WY " Ly (&)e (1) — Ly(&)sen(Aq)e) (1), (5.2.11b)

i=1

e (t, he) = hrt! Z L1 (&)X (t) — Ly(&)di(t), (5.2.11c¢)
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and

chsgn(Aj)ct e R(A), X d¥eN(A), 1<i<d. (5.2.11d)

We note that c;- is now defined as a vector in R(A;) and not in N'(A;), as for symmetric
matrices.

Also note that for invertible matrices A;, 1 < i < d, the error component e*(t, x) is zero.

Substituting € = Re, &¥ = Re¥, ¢+ = Ret, ¢¥ = Rc¥, ¢ = Rel and d; = Rd,;,

K3 (] K3

1 <1 <d, into (5.2.11), we obtain the equivalent formulation

U-U,=é=é"+&%+ 0", (5.2.12a)
where, applying (5.1.2d),
d
&5 (t,hE) = WP Ly (§)& (1) — Ly(&)sen(By)&H (1), (5.2.12b)
=1
d
&% (t,hg) = WY Ly (§)EF(t) — Ly(&)di(t). (5.2.12¢)
i=1

By (5.1.2d) and (1.2.12) we have R(sgn(B;)) = R(B;) = N(B;)*, thus
sen(B;)& e N(By)*h, 1<i<d. (5.2.12d)
Further, (5.2.11d) and Lemma 1.2.16i,ii yields

e NB)*, e d eN®B;), 1<i<d. (5.2.12¢)

Next, we develop an a posteriori error estimation procedure for estimating both e' and

" (if needed) and proving that, for smooth solutions, our local error estimates converge
to the true error under mesh refinement. Up to this point we are not able to prove the
asymptotic exactness of our global a posteriori error estimates. However, computational
results for several hyperbolic systems shown in § 5.3 suggest that our global a posterior:
error estimates are asymptotically exact under mesh refinement for smooth solutions.

5.2.1 The Stationary Component of the Error Estimate

The a posteriori error estimation procedure to compute estimates for e’ consists of deter-
mining

L(t, he) =

M&

Lp1(&)7; () — Lp(&)sen(A); (1), 5 € R(A;), (5.2.13a)

J=1
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such that

/W<LP<%) ) (auh ZA uh+E)_g> dx =0, VveNA), 1<i<d

(5.2.13b)
By (1.2.43a), (1.2.43b) and (1.2.12), R((A})) = R((AHY) = R(AY) = N(A,)*, thus the
columns of (A} span N (A;)L.

Substituting v by (AN in (5.2.13b) yields

alul 1ul+—ID ) - .
/WL,,<h) ( +ZA g>dx_o, 1<i<d. (5.2.14)

Substituting (5.2.13a) into (5.2.14) and applying the orthogonality properties (2.2.6), we
obtain

AlA A /Lp ( h) L. (“];) dx =, (5.2.15a)

where tj,i is the residual in R(A;) defined as

:Af/Lp <%> ( 8uh ZA] D ) dx, 1<i<d. (5.2.15b)
w J

Since v € R(A;) and AA, is the projection onto R(A;), we further reduce (5.2.15a) to

hl—d
o, 1<i4<d, (5.2.16)

1 _
Vi = 9 P

where we used (2.2.6) to show [ L, (%) L/, (%) dx = hl;d.
Since t;; € R(A;), (5.2.16) has a unique solution in v;- € R(A;).

Theorem 5.2.2. Under the assumptions of Theorem 5.1.3, let us consider the error estimate

d
hl—d
Lt hé) = Z p+1(&) — Lp(&)sgn(Ay)) 5 t;i, (5.2.17)
i=1
where v, 1 <i <d, are defined in (5.2.15b). Then, for p>1 andt = O(1),

et (t,x) = EX(t,x) + O(h*™?), xcw. (5.2.18)

Proof. Left-multiplying (5.2.13) by R and substituting E = RE' and i+ = Ryt yields

M&

“(t,hg) = Ly1(&)7;5 (1) — Ly(&;)sen(B;)75 (1)) - (5.2.19a)

J:1
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Since v; € R(A;), Lemma 1.2.16ii yields
At e N(By)t, 1<i<d. (5.2.19b)
Further, by (5.1.2d) and (1.2.12) we have R(sgn(B;)) = R(B;) = N(B;)*, thus
sen(B)y; € N(By)*, 1<i<d. (5.2.19¢)

By Lemma 1.2.16iv, w = R™"v € N(B;)* for all v e N (A )
Thus, substituting v = R'w, u, = R7'Uj, and Et = R~ IE" into (5.2.13), we obtain

[ () (3o 2D ) i,
vWeN( D 1<i<d (5.2.19d)

Then, system (5.2.19) satisfies Theorem 4.3.2, which yields, for p > 1 and t € O(1),

& (t,x) = E (1, %) + O(h"*?), x € w. (5.2.20)
Left-multiplying (5.2.20) with R~ and substituting e* = R™'é" and E* = R_IEL, yields
(5.2.18). 0

5.2.2 The Transient Component of the Error Estimate

We will first present an a posteriori error estimation procedure to compute estimates for e*.
Then we will show the asymptotic exactness of this error estimate.

By Lemma 2.2.4, the approximations muy on w and m;u on the boundary dw satisfy

e(0,x) = up(x) — mup(x) (5.2.21)

d
_ pptl Ly Zj )
=W JZILP“ (g) c;(0) = Ly <g) sgn(A;)c;(0) + O(W7™), x € w,

e (t,x) = u(t,x) — mu(t, x) (5.2.22)
=Y Ly (#) ci(t) - L, (#) sgn(A;)c;(t) + O(h*2), x € 3, 1< i < d.
JED(3)

We split the error at t = 0 into e = e + e + O(hP*?) as in (5.2.11a) and define E*(0, x)
by

d
E¥(0,x) = ¥(0,%) = 1" Y L, (%) <X (0), (5.2.23)
=1
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where ¢(0) is the projection of ¢;(0) into N'(A;).
On the boundary, we define E™ by the leading term of (5.2.22),

E(t,x) = Y Ly (“”2 ) ci(t) — L, (x—hﬂ) sen(A;)c;(t), x €y, 1 <i<d. (5.2.24)

JED(4)

Now let us approximate € by determining

d
E*(1,he) = 5 Lot (6)7F — L(6)8%, ~%,6% € N(A), 1<j<d,  (5.2.25)
j=1
such that
8(uh + E%) d 8uh
t —_—  — —
/V ( 5 +;AJ895]- g | dx

—Z/ VVJA“J (w, + E* +E* —u, —E")) ds,

Y v(x) = zd: <Lp+1 (%) a— L, (‘%) bl-> . a,,b; € V(A (5.2.25b)

1=

By Lemma 1.2.20, (I — A;AN)' = (I — (AD)A!) projects any vector in R™ into N(A!)
and the columns of (I — A;A})" span N(AY). Hence the columns of L, (&)(I — P;) and
L,(&)I—P;), 1 <i<d, span the space of test functions.

Replacing v in (5.2.25b) by L,,(&)(I — AiAf)t, m=p,p+1, 1<i<d, yields

/wLm <%) (I—Az‘Af)< Uh+E ZAJa g) dx

/ (I- AADYAY (W, + B +E¥ —u; —E7)) ds,
.

HM&

Vm=pp+1 1<i<d (5.2.26)

By Lemma 1.2.20i and (1.2.25b), (I — A;AT) A" = 0, thus (5.2.26) can be written as

ﬂ _ . i— _ I g _
/wLm<h)(I AAN T ax Z/ (1— A AN AT E* ds = ©% || (5.2.27a)
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E;,i is the projection of the residual given by

d
T AAL i\ [ OUn Oup
O = (I- AAD) /w Lo () (g o ;1: A, axj> dx

I—AAiZ/ uj AY (u, +E* —u, —E7)) ds,

m=pp+1, 1<i<d. (5.2.27D)

where t

For m = p+ 1, we use the orthogonality properties (2.2.6) to reduce (5.2.27a) to
/ Ly, ( )% dx — Z / pH (I— A ADAY B ds =% (5.2.28)

which by (2.2.6) is equal to

. 1 _ 2p+ 3
AH = (- AAD) D (A - AN Y+ = oy (5.2.29a)
j€D(7)
For m = p, we get similarly
o1 _ 2p+1
5. = E(I_AZ-A;?) > (A7 AN+ = v (5.2.29b)
JeD(i)
subject to the initial conditions
vE(0) = W Te(0), 8F(0) =0, 1 <i<d. (5.2.29¢)

Note that (5.2.29) and (5.2.27b) ensures that v, 6% € N(A;), 1 <i < d.
Theorem 5.2.3. Under the assumptions of Theorem 5.1.3, assume further that uy is com-
puted by approximating the initial conditions by muy and let

d

EX(t,h€) =Y (L (§)7F (1) — Lp(&)87 (1)), (5.2.30)

j=1

where v, 8%, 1 < i < d, are solutions of (5.2.29) and (5.2.27b).
Then, att = O(1) and forp > 1,

e*(t,x) = E¥(t,x) + O(h"™?), xcw. (5.2.31)

Proof. Left-multiplying (5.2.25a) by R and substituting ET = RE"', 4% = Ry and 3:14 =
RO yields

d
E¥(1,1€) = 3 Ly (§)7F — Ly(&)5) (5.2.32a)
j=1
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Since v, 8% € N(A,), Lemma 1.2.16i yields
FES e N(By), 1<i<d (5.2.32b)

By Lemma 1.2.16iv, w = R™"v € N(B;) for all v € N/(A!).
Thus, substituting v = R'w, u, = R™'U,, E¥ = RflE%, Et = Rflli_‘,L and E- =R'E"
into (5.2.25b), we obtain

d

~ X
(U, +E) oU,,
L el il B,~" _Rg|d
/ww < ot +Z ](9:15]- g) x

Jj=1

d
Z/WVJB“J (Uh+E +E —Uh—E_)> ds,

Zd: ( p+1 ( ) — L <%> bi) , a;,b; € N(By). (5.2.32¢)

=1

Then, system (5.2.32) satisfies Theorem 4.3.4, which yields, for p > 1 and t € O(1),
eF(t,x) = E%(t,x) + O(hP*?), xcw. (5.2.33)

Left-multiplying (5.2.33) with R™" and substituting €™ = R 6% and EX = R’lli_‘,%, yields
(5.2.31). O

5.3 Computational Examples

We present two examples of symmetrizable systems to validate the theoretical results of
Chapter 5.

Example 5.3.1. Let u be defined on x € Q= (0,1)* and 0 < ¢ <1 by
ou ou Ju 30 2 0
a— + A a ™ AQ axQ =g, Al = (1 O) s AQ = (_2 8) s (531&)

with source term g, initial and boundary conditions such that

u(t,x) = (1,1) exp(t+ a1 +22), x€Q, 0<t<1. (5.3.1b)

We can symmetrize (5.3.1a) by left-multiplying the system by a symmetric positive definite
. 173 -1 . .
matrix Sy = 3 ( 1 3 ), which yields

Ju Ju Ju 1 0 1 -1
SO ot Sla ™) Sga 7 Sog, Sl = (0 0) s SQ = (_1 3 ) . (532)
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Since A; has a zero eigenvalue for eigenvector e, = (0, 1)!, e* is nonzero with
&% (t, hg) = (W' Lyyr (&1)e(t) — Ly(&1)d(1)) es. (5.3.3)

Thus, we predict that the stationary error estimate E* can only accurately estimate the first
component of the error e;.

In order to validate the theoretical results, we solve (5.3.1) on uniform meshes having N =
52,102,152 elements with p = 1,2,3 for 0 < ¢t < 1. We present the Ly-errors and effectivity
indices for each component of the stationary error estimate of the solution at ¢ = 1 in Table
5.3.1. We observe that only Ej is an accurate estimate of e;. We present the Lo-errors and
effectivity indices for the transient error estimate of the solution at ¢t = 1 in Table 5.3.2. We
observe that the effectivity indices converge to unity under mesh refinement.

Example 5.3.2. Let us consider Maxwell’s equations

o€

co g =V XH, V-E=0, (5.3.4a)
MO%—? —VxE V- -H=0, (5.3.4b)

where E(t,x) = (&;,&,,E.)" and H(t,x) = (Hy, Hy, H.)" denote the electric and magnetic
field and po = 47- 107" NA™2, gy = ¢ 2uy* denote the magnetic and electric permittivity in
free space, respectively, with ¢ = 299,792,458 ms=2 being the speed of light.

For a transverse electric wave traveling in the xyx9-plane, £, = H, = H, = 0. Thus, (5.3.4)
yields the symmetrizable hyperbolic system

ou ou ou
— 4+ A —+A =0 5.3.5
ot + (9 7, 2(9]72 ) ( a)
where
&, 0 0 0 0 0 —g!
u=|[& |, Ai=[0 0 '], A= o 0 0 |. (5.3.5D)
H. 0 wy' 0 —pgt 00
We will select initial and boundary conditions such that the true solution is a typical FM radio
wave of wavelength X = 3m and amplitude A = 1.5V /m traveling in direction [z,y] = [1,1].
i.e.

t
o
u(t,x) = ll, -1, \/2,10501] Asin(-(ct + x:/%y)), V>0, x e (5.3.5¢)

We solve (5.3.5) for 0 < t < 2-107%, a time interval, in which the wave travels 107%- ¢ ~ 6 m.

Both matrices Aj, Ay are singular and admit the eigenvalues {—1,0,1}. Moreover, the
eigenvectors (1,0,0)" and (0,1,0)" are associated with the zero eigenvalue for A; and A,,
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p| N| llell* order | le—E*  order | 6
e | [2:9339e-2 B 3.1898¢-3 B 0.9308
. 2.5247¢-2) 19.0253¢-3 0.8395]
102 | [7:4038¢-3]  [1.9865] | [4.0646e-4]  [2.9723] | [0.9658
6.3200e-3| |1.9981| | |2.1982¢-3| |2.0377| | |0.8566
152 3.3009¢-3] {1.9923} [1.2111¢-4] {2.9861} 0.9773]
2.8183¢-3| |1.9917| | |9.6980e-4| |2.0182] | |0.8648
e | [47562¢-4 B 5.0290¢-5 B 0.9587
) 4.1291e-4| | [1.5255e-4| | [0.8423
102 | [3:9669¢-5]  [2.9947] | [3.2093¢-6]  [3.9700] | [0.9801
5.1565¢-5| |3.0014| | |1.8501e-5| |3.0436] | |0.8544
152 [1.7704e-5]  [2.9967] | [6.3810e-7]| [3.9838] | [0.9869]
1.5279¢-5|  [2.9999] | |5.4450e-6| |3.0166] | |0.8585
e | [5.9131e6 - 8.8854e-7 - 0.9512
5 5.1399¢-6| | [2.0124e-6] | [0.8295)
102 | [3:6824-T] [4.0052] | [2.8857e-8] [4.9445] | [0.9775
3.1954e-7| |4.0077| | |1.1811e-7| |4.0908| | |0.8475
152 (7.2710e-8]  [4.0010] | [3.8566e-9] [4.9636] | [0.9855]
6.3063¢-8| |4.0022| | |2.3011e-8| |4.0339] | |0.8526
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Table 5.3.1: Componentwise L?(Q)-Norm of error and static error estimate and global effec-
tivity index for Example 5.3.1 at t =1 for p = 1,2,3 and n = 5,10, 15.

lp| N| el order | [le —EX —E¥]| order| 0 |
52 | 3.8706e-2  — 3.7645e-3 — 10.9529
1]10%]|9.7344e-3 1.991 4.8038e-4 2.97 | 0.976
152 | 4.3404e-3  1.992 1.4230e-4 3.001 | 0.9844
52 | 6.2985¢-4  — 6.6223e-5 — 10.9746
2 110% | 7.8863¢-5 2.998 4.1988e-6 3.979 | 0.9878
15% | 2.3385¢-5  2.998 8.3283e-7 3.99 10.9921
52 | 7.8348¢-6  — 1.1977e-6 — 109672
3110% | 4.8755¢-7 4.006 3.8324e-8 4.966 | 0.9857
15% 1 9.6248¢-8  4.001 5.0915e-9 4.978 | 0.9911

Table 5.3.2: L*(Q2)-Norm of error and transient error estimate and global effectivity index
for Example 5.3.1 at t =1 for p =1,2,3 and n = 5, 10, 15.
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n:43, p=1 n:83, p=1 n:103, p=1
1.1 11 11
1 1 1
o009 209 o9
0.8 0.8 0.8
0.7 0.7 0.7
0 0.5 1 0 0.5 1 0 0.5 1
t x 107 t x 107 t x 107
n=43, p=2 n=8% p=2 n=10%, p=2
1.1 11 11
1 1 1
€09 209 o9
0.8 0.8 0.8
0.7 0.7 0.7
0 0.5 1 0 0.5 1 0 0.5 1
t x 107 t x 107 t x 107
n=4° p=3 n=6°, p=3 n=10% p=3
1.1 11 11
1 1 1
< o9l o9 o9
0.8 0.8 0.8
0.7 0.7 0.7
0 0.5 0 0.5 1 0 0.5
t x 107 t x 107 t x 107

Figure 5.3.1: Global effectivity indices versus time using mug (dotted) and ITug (solid) for
Example 5.3.2.

respectively. Applying our theory, the stationary error estimate E1 can only accurately
approximate the component of the error lying in (N(A;) @ N (A;))" = span{(0,0,1)'},
i.e., only E5 is an accurate estimate of e3.

We further note, that (5.3.5) does not satisfy the conditions of Lemma 3.1.1, since both
matrices are singular and PtLQAQPLQ = P§72A1P272 =0.

To validate our theory, we solve (5.3.5) on uniform meshes having N = 102, 20%, 30? elements
for p = 1,2, 3 using [Tuy. We present the componentwise L?-errors and effectivity indices
corresponding to the stationary error estimate E* at t = 2- 1078 in Table 5.3.3. In Table
5.3.4, we present the L2-errors and effectivity indices for the transient error estimate E+-+E*
at t = 2-107%. We observe that the effectivity indices for the transient error estimate and
for the third component of the static estimate converge to unity under mesh refinement.
Furthermore, we plot the effectivity indices for the transient error estimate versus time in
Figure 5.3.1 to show that E* + E* is asymptotically accurate, which is in full agreement
with Theorem 5.2.2. We further note that the effectivity indices stay close to unity at all
times when using muy. For [Tug, the effectivity indices oscillates about unity near ¢ = 0
before approaching unity.
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‘p‘ N‘ el order ‘ le — E*||* order ‘ f*
3.1090e-2 1.8772¢-2 0.7828

42| 13.1090e-2 — 1.8772¢-2 — 0.7828
1 | 8.7984¢-5 | 2.6422¢-5 | 0.9584 |
[7.9312¢-3]  [1.9709] | [4.9144e-3]  [1.9335] | [0.7807]

82| [7.9312¢-3 1.9709 4.9144¢-3 1.9335 0.7807
2.1622e-5|  [2.0248] | [3.3561e-6|  [2.9769] | [0.9890]
[5.1169e-3]  [1.9640] | [3.2097e-3]  [1.9091] | [0.7759]

102 | [5.1169¢-3 1.9640 3.2097¢-3 1.9091 0.7759
1.3806¢-5 2.0103 1.7204¢-6 2.9946 0.9929
1.1176e-3 7.0864e-4 0.7739

42| |1.1176e-3 — 7.0864e-4 — 0.7739
2 3.19946-6 | | 1.03246-6 | 10.9617 |
[1.4231e-4|  [2.9732] | [8.9626e-5| [2.9831] | [0.7761]

82| [1.4231e-4 2.9732 8.9626¢-5 2.9831 0.7761
3.9577e-7|  [3.0151] | |6.4991e-8]  [3.9896] | |0.9908]
[7.3477e-5|  [2.9625] | [4.6663e-5] [2.9251] | [0.7718]

102 | [7.3477e-5 2.9625 4.6663e-5 2.9251 0.7718
2.0247¢e-7 3.0036 2.6651e-8 3.9949 0.9943
4.5022¢-5 3.0142¢-5 0.7462

42| 4.5022¢-5 — 3.0142¢-5 — 0.7462
3 | 1.2583€-7 | 3.7623€-8 | 10.9622 |
[2.8075e-6| [4.0033] | [1.8538e-6| [4.0232] | [0.7517]

82 | [2.8075¢e-6 4.0033 1.8538¢-6 4.0232 0.7517
| 7.6762e-9|  [4.0349| | |[1.1943¢-9|  [4.9774] | [0.9898]
[1.1543¢-6|  [3.9832] 7.6474e-7 [3.9682] | [0.7494]

102 | [1.1543e-6 3.9832 7.6474e-7 3.9682 0.7494
3.1348¢-9 4.0133 3.9216e-10 4.9907 0.9934
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Table 5.3.3: Componentwise L? errors ||e||*, |[e—E*||* and their order of convergence. Global

effectivity indices 0* for each component for Example 5.3.2 at t = 10~® using ITu,.
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lp| N| el order | [le —EX —E¥| order| 0
42| 4.3969e-2 — 1.2540e-2 — 0.901
1] 8 ]1.1216e-2 1.971 2.3479e-3 2.417 | 0.923
102 | 7.2364e-3 1.964 1.3870e-3 2.359 | 0.9261
4% 1 1.5805¢-3 — 6.0655e-4 — 0.8812
2| 822.0126e-4 2.973 5.1210e-5 3.566 | 0.9127
102 | 1.0391e-4 2.962 2.3919¢e-5 3.412 | 0.917
4216.367le-5  — 2.6401e-5 — 10.8621
3| 813.9704e-6 4.003 1.0874e-6 4.602 | 0.8995
10% | 1.6324e-6  3.983 3.9561e-7 4.531 | 0.9064
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Table 5.3.4: L? errors |le||, ||e — E* — E¥||, their order of convergence and global effectivity
indices for Example 5.3.2 at t = 2 - 107® using ITu,.



Chapter 6

The DG Method with Lax-Friedrichs
Flux

In this chapter, we will consider the effect of substituting the Steger-Warming numerical
flux by the Lax-Friedrichs flux for solving linear symmetric hyperbolic systems. The Lax-
Friedrichs flux is defined in [31] for nonlinear systems as replacing S°¢_, v;f;(u) in the bound-
ary integral term of the weak formulation (2.1.4) by

d
_ Vi — Ci _
h(u;,u,,v) = Z 5 (£i(uf) + fi(u,)) — 5 (uf —u;),
i=1
0<t<T, XE€EOwy, wy €Ty, (6.0.1)

where v denotes the outward unit normal, and C; denotes the largest absolute eigenvalue of
the Jacobian %Vifi(uh) in a neighborhood of each edge of wy,.

This flux splitting is of interest in particular for non-linear systems, since the Steger-Warming
flux splitting requires the flux matrices to be diagonalized, while the Lax-Friedrichs flux only
requires the modulus of the largest eigenvalue, often called wave propagation speed, to be
known, thus minimizing computational cost.

For linear systems, the Lax-Friedrichs flux yields

d
_ Vi - Ci —
h(u,u,,v) = ZE (Asuf +Auy) - bl (w) —uy)
i=1
d . 17
= Z vAa + Ay, 0<t < T, x € dw. (6.0.2)

i=1

where Aj, AZ_, and C;, 1 <1 < d, are defined in Definition 1.2.21.
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Thus, let u € [C2([0, T], CP*2(Q))]™ be the true solution of the linear symmetric hyperbolic
system

D
—?+;Aia—;:g(t,x), xeq, 0<t<T, (6.0.3a)

with source term g : (0,7) x Q@ — R™ and subject to the initial and boundary conditions

u(0,x) = up(x), x€9Q, (6.0.3b)
d _
(Z z/zAT) (Z v; lh) (t,x), x€0, 0<t<T. (6.0.3c)

First, we define a proper DG formulation with the Lax-Friedrichs numerical flux. Then
we perform a local error analysis to show that, if the order of approximation p is odd or
all matrices Aq,..., Ay are invertible, the leading term of the discretization error can be
expressed as a linear combination of Legendre polynomials of degree p and p + 1. We note
that the superconvergence results of Theorem 4.3.1 for the Steger-Warming numerical flux
do not extend to the Lax-Friedrichs numerical flux. However, we are able to extend the a
posteriori error estimation procedure to obtain efficient and asymptotically exact estimates
of the discretization error, under the same assumptions as mentioned above. We conclude the
chapter by presenting computational results systems with singular and invertible matrices.

6.1 DG formulation

The DG method for the Lax-Friedrichs flux consists of finding u; € P, that satisfies

Ju d ov? : i
/vt (8—th - g) dx = Z (/ %Ajuh dx _/a v'fz/j(AgJu,ir - Agju;)ds> , (6.1.1a)
w ; w J w

VveP, 0<t<T,
subject to the initial and boundary conditions
uy,(0,x) = Tup(x) or uy(0,x) = Iuyp(x), x € w, (6.1.1b)
(V,A- Yy (t,x) = (VZA/-LZ) u(t,x), xevy, s=+,—, 1<i<d, 0<t<T, (6.1.1c)

where the initial and boundary approximation operators 7, 7" and 7, , 1 < ¢ < d, are
defined below.

Definition 6.1.1. If £,.1v is the L*(w)-projection of v onto P,, we define a corrected
L*(w)-projection onto P, as

v(x) = Lyv(x Zd: ( ot < ) ¢ — L, (%) Aol 2”@) : (6.1.2a)
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where the coefficients ¢; are defined in (2.2.15d) as

_— fA V(&) Ly (&) dE < d b
C; = fALIQ;H(&)dE , 1< <d. (6.1.2b)

Similarly, if E;frlv is the L*(v¢)-projection of v onto P,, we define a corrected L?(v;)-
projection as

s ,8 Ti\ _g X mod ¢
Tv(x) = L5 v~ ) <Lp+1 <#> Cij — Lp (#) (A" De;, + )> (6.1.3a)
jeD(@)
- (L,,+1 (1 - %) ¢ — L, (1 - ﬁ) (ALl e, di)) Cs=4,— 1<i<d,
where the coefficients Efj are defined in (2.2.16¢) as
s +1 §)d0
e = Jry (RO Ly 6 . s=+4,—, jeD@), 1<i<d, (6.1.3b)
frg p+1 £J>d0'

the coefficients c; are defined in (2.2.10c) as

11 9tiv(o
i = V+(1 ) 1<i<a, (6.1.3¢)
aps1 (p+ 1)1 Oaf

and the coefficients d; are chosen such that
d; = O(h*™), d; e N(A)), 1 <i<d. (6.1.3d)

Note. To obtain the boundary interpolation operator 7iu on~y;, s = +,—, 1 <1 < d, we need
the coefficients ¢j;, j € D(i), which can be obtained by evaluating u on ¢, and the coefficients
c;, d;, which cannot be obtained from u on ;. We instead calculate these coefficients by
approzimating u by uy, + EX + EX, where EY, E* are estimates of the discretization error
defined in §6.4. An explicit formula will be given in (6.4.48).

We can state the following approximation properties of = and 7.

Lemma 6.1.2. Let v € [CPT2(0)]™ and let %, 77, %, ¢; and d;, 1 < i < d, be defined in

Definition 6.1.1. Then 7v and 7;v satisfy the a priori bound

d

Vi) = v < 10 S (L@ - (@A) (1) | <ew o)

i=1

00,w

and

v(x) — #v(x) — hp+1( ( ) Sk <_))Hmf < ChP*2, (6.1.5a)

JED(3)
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where

p1(&i)Ci — Lp(&) (A A De; 1 dy), (6.1.5b)
p+1( fz) Ci — (1 - gz)( mOd(p 2))Ci - di), 1< < d. (6.1.5C)

£i(&:)
t; (&)

L
L

Proof. By definition of 7v(x) and ;, respectively, in (6.1.2a) and (6.1.5b), we have

d

v(x) — 7v(x) — Pt Z <Lp+1(fz‘)cz‘ Ly(&)A, Afmode:2) z) H
=1 00,w
xZ; mod(p,2 _
o0 e 3 (1 (5) - 1 (5) A |
< v(x) = Lpav(x)|l.,, +C’ Z e, — h ey, (6.1.6)
i=1
which, combined with Lemma 2.2.5, yields (6.1.4).
Similarly, by definition of 7fv(x) and r;, r; in (6.1.3a), we have
o5 +1{ o= (Li
v(x) —mv(x) — WP 1 <E> +
JjED(1)
j mod(p,2 _s
= ||v(x) — +1V Z ( p+1< ) - L, <#) Ag, ® ))) (cij _ hpﬂcj) H S
eD(i 00,73
< |Jv(x) - p’+1V(X)HOO’Y§ + C’ Z Héij — W, 1<i<d, s=+,—, (6.1.7)
1 JED()
which, combined with Lemma 2.2.5, yields (6.1.5). O

6.2 Preliminary Results
We recall the polynomial spaces P, and 75pL, defined in (4.1.1) as
_ d ov
Pp:{v(ﬁ)epp: ;AZG—QZOOHA’ Av=0onTy, 1§i§d},

and

7510l = {W(ﬁ) c [LA(A)]™ : /Avtwdﬁ =0,Vve 75p} .
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Further we need Lemma 4.1.1, which states that for all integrable functions f : (0,1) — R™,
we have

/ VtAZf(fz) d€ = 0, Vve 75p7 1< < d, (622)
A
and Lemma 4.1.2, which states that for d € @¢_, R(A}), we have

/ vidL,(&)de =0, VveP, 1<i<d. (6.2.3)
A

Let us state and show a useful orthogonality property in the following lemma.

Lemma 6.2.1. Letc € R™, d € @Z:1 R(Ay). Then

)

/ v! (Lpﬂ(gi)c — Ly (&) (A Dy d)) =0, VveP, 1<i<d  (624)
A
Proof. Since A;A! is the identity on R(A;) by Lemma 1.2.13 and R(A,) = R(AEmOd(p’m))
by property (1.2.52c), we obtain

Aede2) — A ATAMIP2) g << g (6.2.5)

which, when combined with (6.2.2), yields

/A VEAmAED e (e) dg = /A ViA, (AjAng’d@’Q”cLP(@)) dE=0,YvePp, 1<i<d

(6.2.6)
Equation (6.2.3) and the orthogonality properties (2.2.6) combined yield
/ v (Lyer(&)e — Ly(6)d) d€ =0, Vv e P, 1<i<d. (6.2.7)
A
Adding (6.2.6) and (6.2.7) yields (6.2.4). O
Next, we show another lemma that is needed for the proof of Theorem 6.3.1.
Lemma 6.2.2. If q € P, satisfies
d ovt ,
Z/ —A;qd€ — / th/iAéhqu' =0, VvewPp, (6.2.8)
— Ja \ 9 I,

then q € P,.
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Proof. First we integrate (6.2.8) by parts to obtain

d

Z ( / viA; 82 d§+/ th/Z-Afiqda) =0, VveP,. (6.2.9)
7 Fi

i=1

Adding (6.2.8) to (6.2.9), testing against v = —q, and using the symmetry of A;, 1 <1i <d,
we obtain

d
Z/ q'vi(AY — Aqdo = Z/ )qdo = 0. (6.2.10)
i=1 7T

(A:r — A, is symmetric positive semi-definite by (1.2.52g), and therefore admits a Cholesky
factorization (Aj — A;) = L'L;. Hence (6.2.10) can be written as

d
Z/ IL:iq||® do = 0. (6.2.11)
i=1 7T

Therefore, L;q = 0 on I';, which yields

LS(Lz’Q) = (A:r -

A )q=0onT;, 1<i<d, (6.2.12)
which combined with property (1.2.52b) leads to
Av=0onTy 1<i<d, (6.2.13)

By (6.2.13), the boundary integral in (6.2.9) vanishes, thus substituting v = — Zf LA 32
in (6.2.9) yields

g 2
/ S AR dg=o, (6.2.14)
N |l 2
which in turn yields
d
0
Y A E=0o0nA (6.2.15)
—~ 05
Combining (6.2.13) and (6.2.15) proves the lemma. O

6.3 Error Analysis

Below we prove a theorem for the spatial discretization error for the Lax-Friedrichs numerical
flux.
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Theorem 6.3.1. Let u € [C*([0,T],CP2(w))|™ be the solution of (6.0.3) and let u;, € P,
satisfy (6.1.1). Further, let either p be odd or all matrices A;, 1 <i < d, be invertible.

Then the local finite element error on w, att = O(1) and for p > 1, can be written as

d

u(t, hg) —up(t, hg) = W it hé;) + O(WPF?), € € A, (6.3.1a)
=1
where
rit, hG:) = Lpia(§)ei(t) — Ly(&) (AP ey(t) + dit)), 1<i < d, (6.3.1b)
with .
1 1 ortlu(t,0)
ci(t) = oG ot d;(t) € N(A;) N @R(Ak). (6.3.1c)

Proof. The proof follows closely that of Theorem 4.2.1, where we replace A, A; and sgn(A;)
by Aj, A; and AEmOd(p ) and the initial and boundary conditions 7 and 7] by 7 and 7,
s=4+,— 1< <d.

We derive the orthogonality condition for the error € = u — u; by noting that the exact
solution u satisfies

Ou v )
/ (E—g) dX—Z(/waxAudx—/%VViAiuds>, VveP, 0<t<T,

i=1
(6.3.2)
which, subtracted from (6.1.1a), yields

de d ov?
- A, _
/Vatd ;(/waxl edx [y

vl (Al e + Afie’) ds) ,VveP, 0<t<T.

(6.3.3)
Apply the scalings 7 = Tt and & = h™'x and write &(7, &) = e(T'r, h€) to write

h X Hi o,
- 87’5 Z( a&Aedﬁ /Vl/z +Aie)da),VEPp,O<T<1.
(6.3.4)
Now note that, since P, is a subspace of [L?(A)]™, we can split &,
é=ée+é echP, echP, (6.3.5)

We establish Theorem 6.3.1 by showing that

e(r,&) =O(h**t?), €ecA 0<7<1, (6.3.6)
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and
d

&(r.€) = WY H(1.&) + O(WY), €€ A0S TS, (63.7)

=1

where f‘l (T, fz) = I’i(TT, hfz)

Since P, is a finite dimensional vector space and € € P,, we have

0@ o(7 +h,¢) — e )
@_i(Ta & - lim e(T + 75}2 e(r, &) P, (6.3.80)
%(r, §) = lim ek, g})l —rO ept geno<r<l (6.3.8b)

By the definition of P, and the symmetry of A, A:r, and A, 1<i<d, (6.3.4) yields for
vewPp,

ﬁ/V’f@dﬁ—i / (A-a—v>téd§—/ <Amv>tué+<_&uiv>tué_da
T Jx or ° A U 0¢ r, ‘ ‘ ‘ ‘

=1

=0, VveP, 0<r7<l, (6.3.9)

Thus, 2 € 75pL, which combined with (6.3.5) and (6.3.8b) yields

oe 0é o0eé _—

Combining (6.3.10) and (6.3.8a) shows that
Oe
8—(7,5) =0, £€A, 0<7<l1. (6.3.11)
-
Now we show that
e(0,€) = O(h**?), €€ A. (6.3.12)

if the initial conditions are given by either uy|—o = Iug or up|;—¢ = muy.

If up|i=g = uyg, then Lemma 2.2.4 yields

d
&(0,8) = ug(h§) — Mug(hg) = B> " L, (&)ei + O(hP?), £ €A (6.3.13)

i=1

By the orthogonality properties (2.2.6), we obtain

d
WY L&) P, 1<i<d, (6.3.14)

=1
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Splitting the O(hP*?)-term into parts in P, and 75pL, combined with (6.3.14), yields (6.3.12).

If up =g = mup, then Lemma 6.1.2 yields

d
&(0,8) = ug(h§) — #ug(h€) = B "1;(0,&) + O(WP*?), €€ A (6.3.15)
i=1
By Lemma 6.2.1, we obtain
d —
WY r(0,6) e P, 1<i<d, (6.3.16)
=1

Splitting the O(h?*?)-term into parts in P, and 75pL, combined with (6.3.15), yields (6.3.12).
By the Fundamental Theorem of Calculus, (6.3.11) and (6.3.12) yields (6.3.6).

In the remainder of the proof, we will investigate the asymptotic behavior of €. We write
the Maclaurin series of € with respect to the mesh parameter h as

p+1
&(r.8) = Mqur. &) +0h"?), £ 0<r<1, (6.3.17)
k=0

where, since uy, is a function of T'r, h§, and h,

i dk(U(TT, hg) B uh(TT7 hE? h)
k! dh*

qi(7,§) = (6.3.18)

h=0

We write the Maclaurin series of € € 7510L with respect to the mesh parameter h as
&(r.&) =Y hFay(r€), @ eP, €€ 0<T<1. (6.3.19)
k=0

By (6.3.5) and (6.3.6), &€ = & + O(h**?), thus subtracting (6.3.17) from (6.3.19) and setting
all terms having the same power of h equal yields

G =8, €P, , 0<k<p+1. (6.3.20)
By Lemma 6.1.2, the boundary conditions satisfy

2

= W7 (1,6) + Y F5(1,6) + O(hP*?), € €Ty, s=+,—, 1<i<d,

JED(3)

6 (7, €) = u(t, he) — #ou(t, he) (6.3.21a)
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where
27(&) = Lya (1 — &)y (T7) — Ly(1 — &)(AM PP (Tr) — dy(T7)), 1< i <d. (6.3.21b)

Substituting (6.3.17) and (6.3.21) into the orthogonality condition (6.3.4) yields

p+1
th<%/ + Odx de — Z(/ 8§ZAqkd£+/VVZA qkda)>
—hPtl Z/ Vi A (r_ > fj) do +O(h"*?), v € P,. (6.3.22)

JED(3)
Now assume 7" = O(1) and set to zero all terms in (6.3.22) having the same power of h.

Thus the O(1) term q, satisfies the orthogonality condition

d vt
Z(/ g, Aido 48 — /VVZA qoda) =0, vEP, (6.3.23)

=1
Lemma 6.2.2 yields q, € P,, which combined with (6.3.20) shows that q, = 0 on A.
Assume that q; = 0 for all 0 < j <k — 1, where k < p. Thus, the O(h*) term is written as

d
Z(/ g, i d€ — /VVZA qkda) =0, vEP, (6.3.24)

=1

Lemma 6.2.2 yields q, € P,, which combined with (6.3.20) shows that q, = 0 on A for
0<k<np.

The O(hP*™!) term satisfies the orthogonality condition
d —

X i < i L
S / A de - | vtw(Ai Qi — A ( S b4 )) do| =0 vvep,
i=1 : T jeD(i)

(6.3.25)
We will first show that q,,; = Z?:l r,+p, peP,

Since 68 p+1uh =0for 1 <i<d, (6.3.18) yields for k = p + 1

1d"(u—w,)(T7,&h, h)
k! dhk

Gy (7€) = = > D% )T 0

h=0""|a|<p+1

d

¥ 1 (T, 0)

+1
(p + 1)[ axzi)-i-l gf + pl(Ta 5)7 P € Pp (6326)

=1
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By the definition of c; in (6.3.1c),

11 ort'u(Tr,0)

Lyp1(&)ei(TT) = o Dl 9t Lpi1(6i)
1 o (T, 0 5 5
e BT, B E P, (6327
Substituting (6.3.27) into (6.3.1b) yields
d d
N E(76) = > (L (&)eiTr) — Ly(&) (A" ey (T7) + di(T7)))
=1 =1
d
1 oHa(Tr,0) .,
=> L 4 py (7€), (6.3.28)
+1 %
— (p+1)! ozt
where ;
po = (B~ LA™ e, +d)) € P, (6:3.29)
i=1
Combining (6.3.28) and (6.3.26) yields
d
d,.1(7, &) = Zf‘ZTé} +p(1,€), p=pP; — Py € P, (6.3.30)

=1

Substituting (6.3.30) into (6.3.25) yields

d d _
_ 3 ( 3§ZA erd£+/ VZ/Z(A”iZf'j—l—Al;Z( Z f‘j+f‘i_))da')

L j=1 jED(i)
d
=> (i) + > T'(v)+Ti(v)), YveEP, (6.3.31a)
=1 JED(3)
where
. ovt
Tiv) = = | GeAmde (6.3.31b)
ij ov' t A
157 (v) = — N —A;r;dé+ | viyAir;do, (6.3.31c)
7 Fi

Ti(v) = /r vy (AN 8 + Af r; )do, j€ D), 1 <i<d. (6.3.31d)
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Next, we show that Ti(v) = T3 (v) = Ti(v) =0 forall v € P,, j € D(i), 1 <i <d.

By the orthogonality properties of Legendre polynomials, we have

) ovt
Ti(v) = — %Aify dE=0,VveP, 1<i<d (6.3.32)
A 0§
Integration (6.3.31c) by parts w.r.t. & yields
1) - [ vtAzg?' dE=0,YveEP, 1<i<d, je D (6.3.33)
A i

since (¢, &;) is independent of §; for j € D(i).

To show that Ti(v) =0 for all v € P,, 1 <i < d, we first show

L Hi o L Hin

(2

r = 0, 1<i<d, s=+,—. (6.3.34)

If p is odd, then substituting the definitions of r; and r; into (6.3.34) yields

Ajf‘z + At = A;L(cZ —AYe; —d) + A, (c;+ AV, — d)) (6.3.35a)
= (A7 - A/AD + A + A AN ) ¢ - Ad =0,

Ajti+ AlET | = Al (i —AWe;+d) + A, (c; + AV¢; + d;) (6.3.35b)
_ (Aj CATAD L AT+ A;Ag”) ¢+ Ad, =0, 1<i<d,

where we used the fact that L,(0) = —1, L,11(0) = Ly+1(1) = L,(1) = 1, Aj o A:FAEI) T
A, + A AY =0by (1.252d), and d; € N(A,).

If p is even and all matrices A;, 1 <1 < d, are invertible, i.e. d; = 0, then substituting the
definitions of r; and r; into (6.3.34) yields

ATi+ A | = Al (e - AV) - A (¢ + Acy)
— Aj - AZFAZ(O) _ A; _ A;AZ(O)> c;, =0, (6.3.36&)
Ak AE o= A (e~ AV¢) — A, (e + A c))

I
—
©
=
o
J>c

where we used the fact that L,1(0) = —1, L,(0) = L,(1) = L,41(1)

A, —A;AY =0 by (1.2.52).

)

Thus, (6.3.34) is true, if either p is odd or all matrices A;, 1 < ¢ < d, are invertible.
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Substituting (6.3.34) into (6.3.31d), yields
Ti(v) = / viu (At + A7) do =0, Vve Py, 1 <1< d.
I
Substituting (6.3.32), (6.3.33), and (6.3.37) into (6.3.31a) leads to

/ZZApdﬁ /VVZA pdo =0, veP,

which, combined with Lemma 6.2.2, yields
pE P,
On the other hand, by Lemma 6.2.1, (6.3.20) and (6.3.30) we obtain

d
~ S5 L
P=qy—» HEP,

i=1

Combining (6.3.39) and (6.3.40) yields p = 0 on A, which by (6.3.30) leads to

d
Qi (1,6) = ) Bi(7,&), €€A.
=1

123

(6.3.37)

(6.3.38)

(6.3.39)

(6.3.40)

(6.3.41)

Substituting q, = 0, 0 < k < p, and (6.3.41) into (6.3.17) yields (6.3.1a). This completes

the proof.

O

We note that the results of Corollary 4.2.2 and the Theorem 4.3.1 on superconvergence do

not extend to the DG Method with Lax-Friedrichs flux.

6.4 A Posterior: Error Estimation for Lax-Friedrichs

Flux for Symmetric Systems

In this section we present an a posteriori error estimation procedure which consists of com-
puting asymptotically exact local and global error estimates of the DG error. In Theorem
6.3.1 we showed that the local discretization error for the DG method on a physical element

= (0, h)d can be written as

d
e(t, h€) = W3 Lyi(€)ei(t) — Ly(&) (AP Dey(t) + dy (1)) + O(hP+?),

=1

(6.4.1)
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where
d

di(t) e N(A)NEPR(A), 1<i<d (6.4.2)

k=1

We apply the pseudoinverse AZT of A; to split ¢; into
c; =c +cX where ¢t = AlAc;, 1<i<d (6.4.3)
We note that by Lemma 1.2.13, AZTAZ- is the projection onto N'(A;)*, thus
ct=AlAic; e V(AL cHeN(A), 1<i<d. (6.4.4)

By (1.2.52¢), A™® % — 0 which yields AP, = AmdeDel ¢ R(A,) =
N(A)*.

Hence, the leading term of the spatial discretization error can be split into two parts as

e=et +e* 4O, (6.4.5)
where .
et (t,hg) = WY Ly(&)et () — Ly(&) A PP ek (1), (6.4.6)
=1
and ;
e (t,hg) = WY Ly (&) (t) — Ly(&)di(t). (6.4.7)
i=1

We note that for invertible matrices A;, 1 < i < d, the error component e*(¢,x) is zero.

Next, we develop an a posteriori error estimation procedure for estimating both et and e*.

6.4.1 The Stationary Component of the Error Estimate

The error estimation procedure and analysis in §4.3.3 for the stationary part of the a pos-
teriori error analysis holds true for the Lax-Friedrichs flux splitting, if we replace sgn(A,;)

with A2 1 << g

Theorem 6.4.1. Under the assumptions of Theorem 6.5.1, let us consider the error estimate

d
o hlfd
B 08) = 3 (Lya(6) — L(g) A 0)) L Ales, (6:48)
i=1
where t;i, 1 <i<d, are defined in (4.3.24b) as

d
i &£y Ouy, ouy, .
_p. Zi _ 9 gin <i< 4.
e =P, /w L, (%) <g o ;1; A, axj> dx, 1<i<d, (6.4.9)
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with P; = A;Al.
Then, forp > 1 and t = O(1),

et (t,x) = EX(t,x) + O(W"*?), xcw. (6.4.10)

The proof of Theorem 6.4.1 is the same as for Theorem 4.3.2, if we replace sgn(A;) with
A(mOd(p’m), 1 <i < d, and is therefore omitted.

)

6.4.2 The Transient Component of the Error Estimate

The a posteriori error estimation procedure in §4.3.4 to compute estimates for ™ holds for
the Lax-Friedrichs flux splitting, if we replace 7, 77, A and sgn(A;), respectively, by 7, 77,
A and AZ(-mOd(p’Q)), s =+4,—, 1 <i<d We will state it below for clarity.

By Lemma 6.1.2, the approximations 7uy on w and 7;u on the boundary dw satisfy

e(0,x) = uy(x) — Tuy(x)

d

— 1S Ly (x—hﬂ) c;(0) — L, (x—hf) AP e (0) + O(PF2), x € w, (6.4.11)
j=1

e (t,x) =u(t,x) — 7w u(t,x)

7

xX; €X; mo
=N Ly () 5(0) = Ly () A0 1)
)

jeD(
— ppr! (Lp+1 (1 - %) () — L, (1 - %) Agm‘)d(p’”’ci(t)) +O(h?),
XEy, s=+—, 1<i<d. (6.4.12)

We split the error at t = 0 into e = e+ + ¥ + O(hP*?) as in (6.4.5) and define E¥(0,x) by

d
E¥(0,x) = e¥(0,x) = 'Y L,y (%) cH(0), ¢¥(0) = (I - P,)c;(0) € N(A), (6.4.13)
i=1
where P; = AiAZ-L denotes the projection from R™ into N'(A;)*.

On the boundary, we define E™ by the leading term of (6.4.12),

BE(Lx) =1 3 Ly <x_h]> c(t) = Ly <%> A (1) (6.4.14)
JED()
= Ly (1= 5 es0) = L (1= 3) AP ei)) xe i 1<i<d

where (1—%) =1lon~; and 0 on 7.
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Now let us approximate €™ by determining

d
x) =3 Ly (x—hj) YE(t) - I, (:%) §H(1), ¥E8¥eN(A)), 1<j<d, (6.4.15a)
j=1

such that

d 17
— Z/ viy, A (w, +EX +E* —u; —E7)) ds, Vv e, (6.4.15b)
7.

where E* is the stationary component defined by (6.4.8) and &, is defined in (4.3.41c).

By Lemma 1.2.14, (I—P;) projects any vector in R™ into A/ (A;) and the columns of (I—P;)
span N (A;). Hence the columns of L, 1(&)(I— P;) and L,(§)(I—P;), 1 <i < d, span &,.

Testing (6.4.15b) against v = L, (&) (I —P;), m=p,p+ 1, 1 <i <d, yields

[ () (B S )

d
T LBy _ -
— Z/ L, (ﬂ (I-P)yAY (u,+ EX+E* —u, —E)) ds,
j=1"7
Vm=pp+1, 1<i<d. (6.4.16)
Then (6.4.16) can be written as

/L (ﬁ)(I—P-)@d y /L ("”’—) — Py AV E*d (6.4.172)
. m i i ot X ; . m h S_tmzv Al la

;f;?i is the projection of the residual onto N (A;), given by

:<I_pi>LLm<%)( o, ZAJM

+(I-P Z/ y] /-L] (up +E* —u;, —E")) ds,

m=p,p+1, 1<:<d. (6.4.17Db)

where t

For m = p + 1, we use the orthogonality properties (2.2.6) to reduce (6.4.17a) to

/L§+1< dx—Z/ pH Z (1 — P )A yEds =¥, (6.4.18)
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which, by (2.2.6), is equal to

d
) 1 ¢ = w+ 2p+3
S (1= P) > A A Y+ = vh (6.4.19a)
j=1
For m = p, we get similarly
d
or 1 ¢ — oyt 2p+1
9; = (I1-Py) > (A; — AT+ i T (6.4.19b)
j=1
subject to the initial conditions
~vE(0) = h*H1eE(0), 87(0) = 0. (6.4.19¢)

It remains to state and prove the asymptotic exactness of EX.

In the next Lemma, we will prove an orthogonality on &,, which simplifies the proof of
Theorem 6.4.3.

Lemma 6.4.2. Let A; # 0 for at least one 1 < < d. If q € &, satisfies the orthogonality

condition .
> (/ ag 9 ge — / viy Al qda) =0, VveSE, (6.4.20)

=1

then q = 0.

Proof. First we integrate equation (6.4.20) by parts to write

Z (— Zf A qd€ +/F th/jA?]qda) =0, VveeE, (6.4.21)
j=1 J j

Adding (6.4.20) and (6.4.21) and setting v = q, the integral on A vanishes because of the
symmetry of A;, 1 < j <d, and we get

Z/ ;Jado = 0. (6.4.22)

Since (AJF - A ) is positive semi-definite by (1.2.52g), there exists a matrix L; such that

LiL; = (A, — Aj ), and (6.4.22) yields

d
Z/F IL;q|? do =0, (6.4.23)
j=1"74y
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which yields
Lig=0onTIj, 1<) <d. (6.4.24)
Since A; # 0, combining (1.2.52b) and the Cholesky factorization for Aj — A; , We write
L'L;=A — A, =C1, C; #0. (6.4.25)
Pre-multiplying (6.4.24) by L! yields
LiLiq = Ciq=0on I}. (6.4.26)

Therefore, by (4.3.41c), every q € &, can be written as

Mg

p+1 5] Lp(gj)b]) =0on FZ (6427)

J=1

We note that L,.1(&)a;, L,(&)bj, j € D(i), and the constant vector L, 1(&)a; + L,(&)b;
are pairwise orthogonal, and thus linearly independent, on T'j” and T;, therefore

a;j=b; =0, j € D(i), (6.4.284)
Lyp1(0)a; — Ly(0)b; = (=1)"*(a; + b;) = 0, (6.4.28b)
Lp+1(1)az- — Lp(]_)bz =a; — bz = 0, (6428C)
which yields q = 0 on A. O

Theorem 6.4.3. Under the assumptions of Theorem 6.3.1, assume further that uy is com-
puted by approximating the initial conditions by 7Tuy and let

d

E¥(t,h€) =) (Lpni(E)7F () — Lp(&)87(t), (6.4.29)

J=1

where ¥, 8%, 1 < i < d, are solutions of (6.4.19) and (6.4.17b).
Then, att = O(1) and forp > 1,

e¥(t,x) = E*(t,x) + O(R"*?), x cw. (6.4.30)

Proof. Since the true solution u is continuous and u = u~ on dw, u satisfies

d

ou ou j
/wv <8t+ZA]6 )dx—Z/vy] » u—u)ds,Vveé’p. (6.4.31)
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Subtracting (6.4.15b) from (6.4.31) gives

(e —ET) d Oe
t
J=1
d i1 -
= Z/ VLAY (e—EX —E¥*—e +E7)) ds, Vv EE, (6.4.32)
i—=1 Y7
Since v € &,, we can write
d
€Z; €Z;
X) = Z Lp+1 <E) a; — Lp <ﬁ) bi, a;, bl € N(Az)7 (6433)
i=1
while E* is defined in (6.4.8) as
d
E'(8,h8) = Y Lyt ()77 (8) = L(E)AT™ "y (1), 77 e NS (6.4.34)
j=1

By (1.2.52c) and (1.2.12), Al™®2)51 € R(A;) = N(A;)*, which, combined with (4.3.64),
yields
(i, 47 (1)) = 0, (by, AT PPy 5(1)) =0, 1<i<d (6.4.35)

J

By substituting v and E*, as defined in (6.4.33) and (6.4.34), into [ v!Z2— aE dx and applying
the orthogonality property (2.2.6), we obtain
"y t
(3) %)

[ =35 [ (e () n- ()
1=1 j=
(Lo (5) 30— 1 () AL 520 ) ax

7 . ‘r’i mo y
/ 2 (55 (a3t () + 22 (52 (i, AP0k (1)) i

= o, Vvee, (6.4.36)

Furthermore, by substituting v, E* and E*, as defined in (6.4.33), (6.4.34) and (6.4.15a),
into fw VtAi%;E%) dx and applying the orthogonality property (2.2.6), we obtain

[oa B IS (e () a1 ()0 A
(LZH (51) OF +95) = L, (5) (Al 2yt 4 5;1‘)) dx

1 i\ ., T to 1 £
o 10 (5) Foa (5) (A 472
0, Yve&, 1<i<d, (6.4.37)

M&



Thomas Weinhart Chapter 6. The DG Method with Lax-Friedrichs Flux 130

where we used the fact that b; € N'(A;).
Subtracting (6.4.36) and (6.4.37) from (6.4.32) yields for e =e—E* —~E¥ and e- = e~ —E~

d d -
/Vt (% + Z Aj%> dx = Z/ VthA?](G — € )ds, Vv eEE,. (6.4.38)
w j=1 J j=1 Vi

By (6.4.5) we can write
€= (et —EY) + (¥ — E¥) + O(W*?), (6.4.39)
thus, since e- — E+ = O(h?*?) by Theorem 6.4.1, we obtain

e = (e —E¥) + O(h*?). (6.4.40)

We will now show that € = O(h?*?).
Applying the linear transformations t = Tr, T > 0, and x = h&, (6.4.38) becomes
hoe <, 0 a 5
t _ t. AP/ ~
/AV (TE +jzlAja—fj> d€ = jzl/rjv viA (e—¢€ )do, Vv eE, (6.4.41)
where €(7, &) = €(T'T, h§).

The Maclaurin series of ¥ — E® ¢ &, with respect to h is

(€ —EX)(t,hg) = Y h*aqu(t,§), q €&y, k>0, (6.4.42)
k=0

which together with (6.4.40) yields

p+1

€(t,€) => hFqy(t,€) + O(h"*?). (6.4.43)

k=0
By the definition of e~ and E™ in (6.4.12) and (6.4.14),
e (1,8) = (e” —E)(T1,h€) = O(hP?), &€ € A. (6.4.44)

Substituting (6.4.43) and (6.4.44) into (6.4.38) yields

p+1 h0q d dq d B
Bk e[ O a4 ) e / b, KM
kz:; </Av <T o +;Aja€j> de¢ ; FjvyJAj q, do

= O(h"*?), ¥V v € &, (6.4.45)
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which infers that all terms having the same power in h are zero.

Thus, the O(1) term leads to the orthogonality condition for qy,

> /vtA]aqO d¢ — /VVJA qdo | =0, VveE, (6.4.46)
A ag]

Since q, € &, by (6.4.42) and satisfies (6.4.46), Lemma 6.4.2 infers q, = 0.

Using induction, we assume that q; = 0, 0 <1 < k—1, k < p+ 1, and apply the O(h¥)
term to obtain the orthogonality condition

d
0 o s
Z (/ \.¥ a(gk d¢ —/ th/jA?jqk da’) =0,Vvegs, (6.4.47)
J r;

j=1
which, by Lemma 6.4.2 and (6.4.42), infers q,, =0, k <p+ 1.
Substituting q, = 0, 0 < k < p+1 into (6.4.43) yields € = O(h?*?), which, when substituted

into (6.4.40), yields (6.4.30). This completes the proof. O
Note. Now, we state an explicit formula to obtain the coefficients c;, d; needed to evaluate
the boundary approximation operator miu on v;, s =+,—, 1 <i<d. We set

ci(t + At) = BP7 A () +4R(1),  di(t+ At =hPTIEE(E), 1<i<d,  (6.4.48)

where v+ (t), vE(t) and 82(t) are the coefficients of B (t) and E*(t), obtained in the previous
timestep.

6.5 Computational Examples

Example 6.5.1. Let us consider the two-dimensional wave equation, described in Example
3.3.4, which can be written as the first-order linear hyperbolic system

u;+ A, + A, =0, (v,y) € (0,1)% 0<t <1, (6.5.1a)

- U,t+v,x - -1 0 - 0 —1
() am (3 )= (G D) e

and select initial and boundary conditions such that the true solution is

. ( sin(v2t + z +y) — cos(—V2t + z + ) )
S A\W2-Dsin(vV2t+ 2 +y) + (1 +V2) cos(—V2t+x +7y)) )

where

(6.5.1c)

We solve (6.5.1) on uniform meshes having N = 52,102 15% elements for p = 1,2,3 using
[Tuy and present the L? errors and effectivity indices corresponding to the stationary error
estimates E* at t = 1 in Table 3.3.4. We observe that the effectivity indices converge to
unity under mesh refinement, which is in full agreement with Theorem 6.4.1.
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ip| N| el order | |le—E*|| order| 6 |
52 | 8.3265¢-3  — 6.5837e-4 — 10.9769
1]10%]|2.0569¢-3 2.017 | 8.4485¢-5 2.962 | 0.9889
1521 9.1068e-4 2.009 | 2.5224e-5 2.981 | 0.9927
52 | 8.4018e-5  — 1.5344e-5 — 1.025
2110% | 1.0593e-5 2.988 | 9.9241e-7 3.951 | 1.016
152 3.1500e-6  2.991 | 1.9830e-7 3.972 | 1.011
52 11.6232¢-6  — 1.4919e-7 — 10.9889
3110% | 1.0077e-7  4.01 | 4.7772¢-9  4.965 | 0.9954
152 | 1.9869¢-8  4.005 | 6.3386e-10 4.981 | 0.9971

Table 6.5.1: L-errors ||el|s.q, |le — E*||2o and their order of convergence. Global effectivity
indices corresponding to static estimates for Example 6.5.1 at ¢ = 1 using Iluy on €2 and
u, = 7wup on O

Example 6.5.2. Let u be defined onx € Q= (0,1) and 0 <t <1 by

Ju Ju Ju 00 1 =2
E + Ala—,fl + A2a—$2 - g7 Al - (0 2) ) A2 - (_2 1 ) ) (652&)

with source term, initial and boundary conditions such that

u(t,x) =exp(t +x + ), x€Q, 0<t<1. (6.5.2b)

Basic linear algebra yields that the eigenvector (1,0)" A corresponds to a zero eigenvalue.
Thus, we only have theoretical results for odd orders of approximations p. Applying our
theory, for odd p, the stationary error estimate E’ot can accurately predict the second
component of the error ey, while we expect the transient error estimate E* +E™ to estimate
the full error e.

To validate our theory, we solve (6.5.2) on uniform meshes having N = 5% 10% 15% elements
for p = 1,2, 3 using ITuyg. We present the L2-errors, componentwise L?-errors and effectivity
indices corresponding to the stationary error estimate E* at t = 1 in Tables 6.5.2 and 6.5.3.
In Tables 6.5.4 and 6.5.5, we present the L?-errors, componentwise L?-errors and effectivity
indices for the transient error estimate E+ + E at t = 1. We observe that the effectivity
indices for the transient error estimate and for the first component of the static estimate
converge to unity under mesh refinement.
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p| N

[lel]

order | [le — E*||

order‘

6|

1

52
102
152

3.1963e-2
7.9760e-3
3.5418e-3

2.003
2.002

1.3148e-2
3.2487e-3
1.4407e-3

2.017
2.005

0.9048
0.9093
0.9107

52
102
152

1.0554e-3
1.4049e-4
4.2974e-5

2.909
2.921

4.9652¢-4
5.6190e-5
1.6107e-5

3.143
3.082

1.084
1.036
1.01

52

6.7800e-6

102
152

4.1568e-7
8.1772e-8

4.028
4.01

3.2644e-6
1.8887e-7
3.6750e-8

4.111
4.037

0.8587
0.8816
0.887

Table 6.5.2: L-errors ||el|s.q, |le — E*||2q and their order of convergence. Global effectivity
indices corresponding to static estimates for Example 6.5.2 at ¢ = 1 using Iluy on €2 and

u, = mup on 0.

‘p ‘ N ‘ lle||* order ‘ lle — EL|[* order ‘ o* ‘
£ | [1:9382¢-2 - 1.3045¢-2 - 0.7416
. 12.5415¢-2, 1.6371e-3, 0.9873]
102 | [4-8187¢-3)  [2.0080] | [3.2419¢-3] = [2.0086] | [0.7395
6.3558¢-3|  [1.9996| | |2.1124e-4| |2.9542] | |0.9938]
152 12.1369¢-3| [2.0054} 11.4394¢-3 {2.0025} 10.7385]
2.8245¢-3| |2.0003| | |6.3025¢-5| |2.9829]| | |0.9959
e | [7-6744e-4 - 4.5458¢-4 - 1.0112
5 7.2455¢-4| | [1.9973e-4] | 11610,
102 | [1-0183e-4)  [2.9139] | [5.4060e-5]  [3.0719] | [0.9692
9.6796e-5| |2.9041] | [1.5324e-5| |3.7042]| | |1.1055)
152 13.1102¢-5|  [2.9251] | [1.5786e-5| [3.0360| | [0.9465]
2.9656e-5| |2.9175| | |3.2003¢-6| |3.8626| | |1.0764
52 | [4:3614e-6 - 3.1644¢-6 - 0.6718
5 5.1910e-6] | |8.0204e-7] [ 10.9693,
102 | [2:6411e-7)  [4.0456] | [1.8721e-T|  [4.0792] | [0.6964
3.2100e-7|  |4.0154] | [2.4992e-8| |5.0041] | |0.9875
152 5.1823¢-8|  [4.0164] | [3.6598¢-8] [4.0256| | [0.7016]
6.3254e-8|  [4.0060| | |3.3366e-9| |4.9662| | |0.9922

Table 6.5.3: Componentwise L*-errors ||e||*, ||e—E*||* and their order of convergence. Global
effectivity indices corresponding to static estimates for Example 6.5.2 at ¢ = 1 using [Iuy on
(2 and u, = Tup on 0.



Thomas Weinhart Chapter 6. The DG Method with Lax-Friedrichs Flux 134

lp| N| el order | [le—E+ —EX|| order| 0 |
52 13.1963¢-2 — 2.6009e-3 — 10.9932
1]10%]|7.9760e-3 2.003 3.2740e-4 2.99 | 0.9986
15% | 3.5418¢e-3  2.002 9.7195e-5 2.995 | 0.9998

521 1.0554e-3  — 4.7369e-4 — 1.091
21102 | 1.4049¢-4 2.909 5.3183¢-5 3.155 | 1.043
152 | 4.2974e-5 2.921 1.5195¢-5 3.09 | 1.018
52 16.7800e-6  — 1.8204¢-6 — 10.9523
3110% | 4.1568¢e-7 4.028 8.0747¢-8 4.495 | 0.9779
152 | 8.1772¢-8  4.01 1.4371e-8 4.257 | 0.9831

Table 6.5.4: L*-errors ||e||2q, |6 — EX — E¥||l5q and their order of convergence. Global
effectivity indices corresponding to transient estimates for Example 6.5.2 at ¢ = 1 using [Iu,
on {2 and u, = Tup on ).

lp| N| lle||* order ||le—EX—E¥||* order | 6 |
e | [1:9382¢-2 - 2.0210e-3 - 1.0034
. 2.5415¢-2, 1.6371e-3, 0.9873]
107 | [4-8187¢-3)  [2.0080 2.5014e-4 3.0143] | [1.0069
6.3558¢-3|  [1.9996 12.1124e-4 2.9542| | |0.9938]
152 12.1369¢-3 [2.0054} 17.3991e-5 [3.0041} 11.0065
2.8245¢-3| |2.0003 6.3025¢-5 2.9829| | [0.9959
e | [7-6744e-4 - 4.2952¢-4 - 1.0255
5 7.2455¢-4| ] 1.9973¢-4 ] | [1.1610,
102 | [1-0183e-4)  [2.9139 5.0927¢-5 3.0762] | [0.9835
19.6796e-5]  |2.9041] 11.5324e-5 | 13.7042] | |1.1055)
152 13.1102e-5|  [2.9251] 1.4854¢-5 ] 13.0387] | [0.9609]
2.9656e-5| |2.9175 3.2003¢-6 3.8626| | |1.0764
£ | [4-3614e-6 - 1.6341¢-6 - 0.9278
5 5.1910e-6| ] 18.0204e-T ] | [0.9693,
102 | [2-6411e-7) 40456 7.6782¢-8 4.4116] | [0.9635
13.2100e-7]  |4.0154] 12.4992¢-8 | 5.0041] | |0.9875)
152 5.1823¢-8|  [4.0164] 11.3978¢-8] 14.2013| | [0.9694]
6.3254e-8|  [4.0060 3.3366¢-9 4.9662| | 0.9922

Table 6.5.5: Componentwise L*-errors ||e||*, |[e — B+ — E®||* and their order of convergence.
Global effectivity indices corresponding to transient estimates for Example 6.5.2 at ¢t = 1
using ITuy on 2 and u, = Tup on 0.



Chapter 7

A DG Adaptive Mesh Refinement
Algorithm

In this chapter we are going to develop adaptive DG schemes that use the estimates of the
discretization error, which we described in previous chapters, to guide the adaptive algorithm.
We will first describe both an h- and a p-adaptive DG scheme. Then we will apply these
schemes to a model problem which showing that our a posteriori error estimates successfully
predict the local discretization error, even for irregular meshes. We finish the chapter with
some applications of our error estimations to nonlinear problems.

Until now we required a uniform mesh size h and a uniform order p for all elements. However,
since the smoothness of a solution, and therefore the approximation error, can vary largely
within a given domain, we can reduce the computational cost by allowing different mesh size
and/or order for each element. We can then lower the computational cost by using large
elements and/or low order in smooth regions, and decrease the error by using small elements
and /or high order in less smooth regions. This technique is called h—, p—, or hp—refinement,
depending on which parameters, mesh size h or order p we allow to vary between elements.
We will only consider the case d = 2.

We will aim to obtain a solution that satisfies

w7 2[le(t, ) ||ow Stol Yw e T(t),0<t<T, (7.0.1)

~Y

where 7 (t) denotes the partition used at time ¢ and tol denotes a given tolerance.

To achieve this, we define, for fixed mesh size h and polynomial order p, a set ¥ =
(7°,V°, WY), where 7% = 7}, denotes the initial partition and V°, WY denote the piecewise
polynomial finite element spaces defined as

VW={v(x): v|, €P,, weT"}, (7.0.2)

135



Thomas Weinhart Chapter 7. A DG Adaptive Mesh Refinement Algorithm 136

2
1m0:{}@q@):Ejg@%ﬂgpj—LA@ﬂyy mjneRm,geA}. (7.0.3)
i=1
We define initial approximations U(0,-) € VY and E(0,-) € W° by
U(0,x) = mup(x), X €E€w, we Ty, (7.0.4)
E(0,x) = £ jup(x) — m/up(x), X€w, we Ty, (7.0.5)

where m;ug, £, 1o are interpolations defined in §2.2.

We refine and coarsen the partition at each time step t,,,
lo=0<t; < ---<ty=T, (7.0.6)

where we refine after each fifth time step of the Runge-Kutta time-stepping scheme.

We refine all elements w € 7", 0 < n < N, for which
|lw| V2B, ) ||2w < tol. (7.0.7)

In order to efficiently obtain a solution, we will choose # € R, for which we coarsen all
elements w € 7" that satisfy

w|TVEE®E", ) |20 > Otol. (7.0.8)
We obtain a new set X"+t = (7L Yyl Wnth) Dand replace U(¢", ) € V" and E(t",-) €
W™ by functions U, (t", ) € V"™ and E, ., (", -) € WL

In §7.1, we will describe an h-adaptive mesh refinement process. First we will describe how
to obtain a new set X" and functions U, (t", ), and E,.,(t", ) from X" U(",-), and
E(t",-). Then we will describe the criterium we use to coarsen an element w. Finally, we
describe how to integrate U(t,-), E(t,-) in time from ¢t = ¢"~! to t".

In §7.2, we will describe the main features for a p-adaptive mesh refinement process.

Below we provide an algorithm description of the method.
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Input: Set X%, functions U(0, -), E(0, -), final time T', tolerance tol
foreach 0 <n < N do
foreach element w € 7" do
if |w| V2| E(t",)||2. > tol then
| Mark w for refinement
end

if Criterium for coarsening then
| Mark w for coarsening

end

end

(Xt u(en, -), E(t",-)) = Refine-and-Coarsen (X", U(¢", ), E(t",-), tol)
(U@t ) E(" T +)) = Time-integrate (U(t", ), E(t",-), ¥")

end

Output: Set XV, functions U(T,-), E(T,-)
Algorithm 1: Basic time-stepping refinement algorithm

7.1 An h-Adaptive Mesh Refinement Algorithm

For simplicity, we use only two methods to h-refine and coarsen any given mesh 7": To
refine an element w, we will split it into four elements w;, 1 < i < 4 as shown in Figure
7.1.1. To coarsen four elements w;, 1 <7 < 4 of the same size h that form a square of size
2h, we will merge them into one element w, as shown in Figure 7.1.2.

Figure 7.1.1: Refining of one element into four elements

Figure 7.1.2: Coarsening of four elements into one element

This refinement process can create irregular nodes. However, we can create a partition
allowing at most one irregular node on each face by enforcing the following two definitions:
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Figure 7.1.3: Refining an element (green) that is not refinable by first refining its neighbors

An element w of width h is a candidate for A-refinement, if and only if all neighboring
elements are of width h or h/2; an element w of width h is a candidate for coarsening, if the
element is part of a square of size 2h containing 4 elements w;, 1 < i < 4, and all neighboring
elements of w;, 1 < i < 4 are of width h or 2h. Thus, an element of size h can only have
neighbors of size h/2, h or 2h.

If we want to refine an element w that is not a candidate for h-refinement, (because at least
one neighboring element w™ is of size 2h), we first refine the neighboring elements of size 2h,
which is illustrated in Figure 7.1.3. If we want to coarsen a set of elements {w;}i, of size
h that is not a candidate for coarsening (because at least one element w™ neighboring the
set is of size h/2), we first have to coarsen the neighboring elements until {w;}?_, becomes a
candidate for coarsening.

An example for a refined mesh can be seen in Figure 7.1.4.
We define the finite element spaces V", W" by

V' ={v(t,x): V|, €Pp, we T", t" 1 <t < 1"}, (7.1.1)
2

W ={¥(0x(€) = 3 (Lyer(€ale) — Lu(€)by(0) :

i=1

az(t),bz(t) ERm, £€A, wET”, tn_l StStn}, 1 STLSN (712)

Now we show how to obtain a solution U, (t",-) and an error estimate E,.,(t", ) on 3"

If we refined w into {w;}7_,, then we obtain Uy, (t",-) € V"™ and E,.,(t",-) € Wt from
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Figure 7.1.4: Example of an adaptive mesh obtained from a 4 x 4 initial mesh

U(t®,-) € V* and E(t",-) € W" by

Upew(t",x) = 1, /(U+ E)(t",x), x€w;, 1<i<4,
Epew(t”,x) = (U+E — U, (t",x), x€w;, 1<i<A4 (7.1.4)

Similarly, If we coarsened {w; }?_; into w, then we obtain U,,.,,(t", ) € V" and E, ., (1", ) €
Wt from U(¢",-) € V" and E(t",-) € W™ by

Upew(t",x) = 7,/ (U+ E)(t",%), XE€w, (7.1.5)
Epew(t”,x) = (U+E — U,,)(t",x), x€w. (7.1.6)

Next, we give a criterium for mesh coarsening. To obtain an efficient algorithm, we try to
coarsen such that

1
|| 72| Epew |20 S 5tol. (7.1.7)

However, since we do not know E,., before we coarsen the mesh, we need to develop a
criteria that uses E instead of E,e,. Since |wi|™V?|E|sw, ~ h~'ChP*Y = Ch?, where h
denotes the size of w;, 1 < i < 4, we expect |w| V2 ||Epew|l2w &~ (2h)71C(2R)PH = 2PChHP.
Thus, we coarsen w € 7", if

w2 B, ) ||2w < 277 Mol (7.1.8)
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which yields |w|™"2[|Epey |20 S 3tol. If, after coarsening, |w|*1/2]|Enew||27w > tol, then we
reject the coarsening step and return to the original partition {w;}1 ;.

Finally, we will describe how to integrate U(t,-), E(t,) in time from ¢ = t"~! to ¢".

We say that «; contains a irregular node, if the neighboring element is of either double or
half the size of w.

On (t"~', "), where the partition 7" is fixed, we integrate U € V" in time such that

[¥ (5 e) =X ([ peavac [

Jj=1 g

viy (AYUY + AU E7)) ds) :

Vvev weT” t" ! <t<t (7.1.9a)

subject to the boundary conditions

(VAU (t,x) = (ViAfi)W;"suB(t, x), X€EY NI s=+,—, i=1,2, weT", (7.1.9b)

where
o g (U +E") if 47 contains a irregular node,
MU, E7)|,: = {J ol (7.1.9¢)
To integrate E = EX + E® € W" in time, we define
= 3 (Lpa(§) — L& )sen(A,) Al
J=1
EcA weT™ " <t<t?, (7.1.10a)

where tlf,j, j = 1,2, are defined in (4.3.24Db).

Then we define

B, x)) = 12 Ly (6)75() = Ly)85()

VEOTEN(A)), j=1,2, E€N, weT" t" <t <17, (7.1.10b)

such that
2

(U + E*) ou
t - —_— —
/V ( BT +;A]axj g) dx

2
Z/ % I/]Au] U+ E!' +E* - k(U ,E7))ds,VveEE, weT", (7.1.10¢)
7=1

Vi



Thomas Weinhart Chapter 7. A DG Adaptive Mesh Refinement Algorithm 141

subject to the boundary conditions

(AME™ (,%x) = (AP (Lyqu — mia)(t, x), (7.1.10d)
xXeyNoY, s=+,—, 1=1,2, weT",
where
(U E )|, = {g{ +E7) - W;is (U +E") if1 ¢ contains a irregular node, (7.1.100)
else.

Note that the definition of U and E is equivalent to the DG formulation for u, and EX +E*,
it 7" =7, 1<n<N.

We introduced functions k, h to obtain boundary conditions consistent with the boundary
conditions on regular elements.

7.2 An p-Adaptive Enrichment Algorithm

For p-refinement, we keep the initial mesh 7° = 7}, fixed during all refinement steps, i.e.
T" =17,, 1 <n < N. but vary the polynomial order on each element.

For p' > 1, w € 7;,, we define the finite element spaces

VP ={v(t,x): V]y € P, w €Ty, "1 <t <"} (7.2.1)

W = {v(t, x(§)) = Z (Lpn41(&5)a;(t) — Ly (&5)by (1)) -

=1

az(t),bz(t) € Rm, € S A, w e 77” tn_l <t< tn}, 1<n< N. (722)

To refine w, we increase the order p!, by 1, to coarsen w, we decrease the order p!, by 1, up
to a minimum order of 1. In order not to create too abrupt changes of order, an element
w of order p! is a candidate for enrichment, if and only if all neighboring elements are of
order pl, or p”’ 4 1; an element w of width h is a candidate for coarsening, if all neighboring
elements are of order p, or p!’ — 1. Thus, an element of order p can only have neighbors of
order pl, — 1, pl’ or pl} + 1.

If we want to refine an element w that is not a candidate for enrichment (because at least one
neighboring element w™ is of order p” — 1), we first refine the neighboring elements of order
pit — 1. Similar, if we want to coarsen an element w that is not a candidate for coarsening,
we first coarsen the neighboring elements of order p + 1.
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Now we show how to obtain a solution U, (t",-) and an error estimate E, ., (", ) on 3"

If we refined w € Tj,, s.t. p"™ = p + 1, then we obtain U, (t", ) € V" and E,.,(t", ") €
Wt from U(¢", ) € V" and E(t",-) € W" by

U,ew(t",x) = (U4 E)(t",x), X € w;, (7.2.3)
E,c0(t",x) = 0.

If we coarsened w € Ty,, s.t. p™ = p?—1, then we obtain U,,.,,(t", ) € V"™ and E, .., (t", ") €
Wt from U(t",-) € V™ and E(t",-) € W™ by

Unew(t",x) = m) (U + E)(t",%), x€w, (7.2.5)

Enew(t",x) = L (U + E)(t", %) — Upeu (", %). (7.2.6)
Since it is simple to calculate ||E,cy |20, We use

1
0|2 Epew (87, |20 < Stol (7.2.7)

as condition for mesh coarsening.
Finally, we will describe how to integrate U(t,-), E(t,-) in time from ¢ = t"~! to t".
On (t"~', "), where the partition 7" is fixed, we integrate U € V" in time such that

oU 2 ovt
t
oY :E( Y AUdx —
/wv (315 g) o ; (/wa%' U dx L

Jj=1

viy (MUY + AU E7)) ds) :

Vvev weT” t" ! <t<t (7.2.8a)
subject to the boundary conditions

(VAU (t,x) = (uiAfi)ﬂfu(t, x), Xx€y N, s=+,—, i=12 weT" (7.2.8b)

with .
W;é_l(Ui +E7) ifp"_ <,
h(UE )|, =4 U +E- if p'_ > pl, (7.2.8¢)
U~ else,

where w™ denotes the neighboring element on each face ;.
To integrate E = EX + E® € W" in time, we define

2 1

E*(t,x(¢)) = Z (Lprta(&5) — Lypn(&5)sen(A;)) %A}tﬁg,j,

7=1
EeN weT" " <t<t", (7.2.9a)
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where v, 5, j = 1,2, are defined in (4.3.24b).
Then we define

E*(t,x(6)) =Y Ly ()70 = Ly ()87 (1),

VEOTEN(A)), =12, €N, we T t" <t <t (7.2.9b)
such that
JU+EY . oU

A= A——gld
/WV ( 875 +jzl jal'j g x

2 —
— Z/ vy AY (U+ES+E¥— k(U E7))ds, VVEE, weT" (7.2.9¢)

j=1""7

subject to the boundary conditions
(LAIME™ (t,x) = (AP (Lppu — W;é u)(t,x), (7.2.9d)
XeyNIY, s=+,—, 1=1,2, weT",
where
LU +E7) =7y (U +E7) ifpl <pl,
v =140 if p"_ > pl, (7.2.9e)
E™ else.

k(U E)

Note that the definition of U and E is equivalent to the DG formulation for U = u, and
E=E'4+E¥ if7T"=7, 1<n<N.

7.3 Computational Examples

Example 7.3.1. Let us consider the equation

u; + ((1) é) u, + ((1) _01) u, =g, (r,y) €(0,1)% 0<t <2 (7.3.1a)
The source term g and initial and boundary conditions are such that the true solution is
u(t,z,y) = (1 1) tanh(10(z +y — t)). (7.3.1b)

The solution u is steep close to the line x + y = t and smooth elsewhere, see Figure 7.3.1.
Hence the error close to the line x +y = ¢ should be larger and thus the mesh will be refined
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Figure 7.3.1: Example 7.3.1: tanh(10(x +y —t)) at t =1

near x+y = t. Using the static error estimate E* as criterium for refinement (since E* = 0),
we can drive both h- and p-refinement.

We first find an h-refined solution of (7.3.1) for an initial 4 x 4, tolerance tol = 0.01 and order
of approximation p = 1. We plot the refined mesh at timesteps ¢ = 0, 0.8542, 1.5293 in
Figure 7.3.2. We observe that the algorithm refines the mesh close to the line x +y =t and
coarsens the mesh away from = 4+ y = t. We plot the effectivity index 6 in Figure 7.3.3 and
the Lo-error ||e||2.q (solid) and estimate |E* |2 (dotted) in Figure 7.3.4, where o’s denote
refinement and coarsening steps. We observe that the error decreases when we refine the
mesh, and the error estimate approaches unity soon after each refinement step.

Similarly, we find a p-refined solution of (7.3.1) for a 20 x 20 mesh, tolerance tol = 0.01
and initial order of approximation p = 1. We plot the refined mesh at timesteps ¢t =
0.31843, 0.90719, and 1.5236 in Figure 7.3.5. Again, we observe that the algorithm refines
the mesh close to the line z 4+ y =t and coarsens the mesh away from x +y = ¢.

7.4 A Nonlinear Problem

We finish this chapter with an outlook into the nonlinear case. Therefore assume that u
satisfies the nonlinear system

d

ou ou
5T ZAi(u)axi —g(t,x), xeQ, 0<t<T, (7.4.1a)

=1
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Figure 7.3.2: h-refined mesh for Example 7.3.1 with p = 1 and tol = 1072 at t =
0, 0.8542, 1.5293 for an initial 4 x 4 mesh.
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Figure 7.3.3: Effectivity index 6 over time for h-refined mesh in Example 7.3.1 with p =1,
tol = 1072 and an initial 4 x 4 mesh. o denote refinement steps.
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Figure 7.3.4: Ly-error ||e|ls.q (solid) and estimate |E* o0 (dotted) over time for h-refined
mesh in Example 7.3.1 with p = 1, tol = 1072 and an initial 4 x 4 mesh. o denote refinement
steps.
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with source term g : (0,7) x © — R™ and subject to the initial and boundary conditions

u(0,x) = uy(x), xe€Q, (7.4.1b)

d d
(Z yiAﬁ“(uB)> u= (Z l/Z-Aé”(uB)> ug, x€0Q, 0<t<T, (7.4.1¢)
i=1 i=1

and let the DG method of the Steger-Warming numerical flux consist of finding u, € VI’}
that satisfies

d

ouy, ovt
/th (W - g) dx = Z (/w 8—xjAj(uh)uh dx

J=1

— / vl (A (wy)uy, + Afj(u,:)u;) ds), VveV weT, 0<t<T, (74.2a)
Ow

subject to the initial and boundary conditions

uy,(0,x) = mup(x) or uy(0,x) = [Muy(x), x € w, (7.4.2b)
(v Al (W), = A (u)miu, x€NIN, s=+,—, 1<i<d weT, 0<t<T.
(7.4.2¢)

Below we present a few simple examples for nonlinear problems, where we will use Ilug as
approximations for the initial conditions.

Example 7.4.1. Let us consider the non-linear scalar equation

ou ou

- I 4.
5 +u8:1;1 g, (7.4.3a)

on Q= (0,1) and % <t< g, with source term, tnitial and boundary conditions such that

u(t,z) = sin(t + x). (7.4.3b)
We note that the real solution allows positive and negative values. If Theorem 4.2.1 can be

generalized to the nonlinear case, we would expect that the discretization error e = u — u,,
satisfies

e(t, h§) = h" (Lpa(§)e(t) — Ly(§) (sgn(un)e(t) +d;)) + O(h")

WPHLRY L (E)e(t) + O(hPT?), ifu, >0,V x € w,
= WPTRy L (§c(t) + O(hP?), ifu, <0Vxew, VweT,. (7.4.4)
O(hrt1) else,

In Figure 7.4.1 we plot the error e on Q = (0,1) at time ¢ = 2.5 for p = 1,2,3 and
N = 10,20,30. We can see that the error transitions smoothly from left to right Radau
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polynomials at x = m — 2.5, where u changes sign. In Figure 7.4.2 we plot the effectivity
index over time for the static error estimate E-. We observe that the error estimate behaves
erratically in some time intervals. In Figure 7.4.3 we plot the error estimate E* on Q = (0,1)
at times where the effectivity index is large. We chose t = 2.47 for N = 20, t = 2.495 for
N = 30 and t = 2.48 for N = 40. We observe that the error estimate behaves erratically
only near x =7 — 2.5.

« 1071=20, p=1, t=2.5 « 10°1=30, p=1, t=2.5 « 10°1=40, p=1, t=2.5
1 5
i A Yo
0 //J\/j 0 ///JJ\/ ) ff///JJJJJ J
o /\WW s WWW o W”WWW
-4
-2 -10 -6
0 0.5 1 0 0.5 1 0 0.5 1
X 1001220, pzz, t=2.5 « 10°1=30, p§2, t=2.5 « 10"=40, pzZ, t=2.5
5 2
1 1
T o0 N} S o 50 M‘MUJ
-1 -1
-5 -2
0 0.5 1 0 0.5 1 0 0.5 1
« 10°1=20, p§3, t=2.5 « 10°6=30, p§3, t=2.5 « 107=40, p§3, t=2.5
4 8
6 2
_ 2 _ _ 1
oy g 2 5
= ol Mm\m 0 0
S = -1
0 0.5 1 0 0.5 1 0 0.5 1

Figure 7.4.1: Error e(t,z) over z € (0, 1) for Example 7.4.1 at t = 2.5

Example 7.4.2. Let us consider the non-linear equation

ou u; 0\ Ou 0 1\ Ou
— — — = 7.4.5
ot (0 1) o+ (1 0) oz, & (7.4.58)
on Q= (0,1)% and 1 <t < 2, with source term, initial and boundary conditions such that
u(t,z,y) = (1 1)'sin(t + x + y). (7.4.5Db)

0 . . . .
We note that %1 1) contains zero eigenvalues in element near the line x +y =7 —¢. In

Figure 7.4.4 we plot the local effectivity index 6, on = (0,1)? at time t = 2 for p = 1,2, 3
and N = 10,15,20. We observe that the estimates behave well except for the region near
the line x +y =7 — 2.

The results obtained from Examples 7.4.1 and 7.4.2 suggest that a modification of the error
estimation technique is necessary near regions where the Jacobians of the flux A;; 1 <i <d
contain (0 eigenvalues.



Thomas Weinhart Chapter 7. A DG Adaptive Mesh Refinement Algorithm 150
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Figure 7.4.2: Global effectivity index for static error estimate 6 on t € (1.5,2.5) for Example
7.4.1
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Figure 7.4.3: Static error estimate E(t,z) over z € (0,1) at t = 2.47 for N = 20, t = 2.495
for N =30 and t = 2.48 for N = 40 for Example 7.4.1
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Figure 7.4.4: Local effectivity indices 6, on ©Q = (0,1)? for Example 7.4.2 at t = 2.
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We will finally turn our attention to a example with discontinuous solution.
(7.4.6)

ou 2
(9]71 N

Example 7.4.3. Let us consider the non-linear scalar equation
0
b Y —o
ot
, with initial conditions up(z) = 1, 0 < z < 1, and boundary

<3
(7.4.7)

~ wI=

on = (0,1) and 0 < t <
<

conditions ug(t,0) =2, 0

Since 2 > 1, we obtain by the Rankine-Hugoniot condition
2 ifx <3t
u(t,r) = R =ah

1 else.

In Figure 7.4.5 we plot the error u — uy, on x € (0,1) for n =10 and p = 1,2,3. We observe
that the error is large near the discontinuity. This suggests that a modification of the DG

method is necessary near discontinuities.

0.2
£ 9 \
-0.2
L L L L L L L L J
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
X
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1 1 1 1 1 1 1 1 |
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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0.2
E
0.2l
1 1 1 1 1 1 1 1 |
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
X

0
Figure 7.4.5: Error (u —uy)(t,2) on x € (0,1) for Example 7.4.3 at ¢ = 5 for n = 20 and

p=12,3



Chapter 8

Conclusions

8.1 Contributions

In this dissertation we developed a new, modified discontinuous Galerkin scheme for the
space discretization of linear multi-dimensional hyperbolic systems of conservation laws.
We chose an enriched polynomial space P,, P, C P, C P,.1, as a basis for the function
space V]? on each element, and used corrected Lo-projections to approximate the initial- and
boundary conditions. We performed a local error analysis which showed that the leading
term of the discretization error lies in a polynomial subspace spanned by a linear combination
of Legendre polynomials of order p and p + 1. For special hyperbolic systems, where the
coefficient matrices are nonsingular we showed that the leading term of the error is spanned
by (p + 1)"-degree Radau polynomials. We also established new pointwise and averaged
O(hP*2) superconvergence results.

We then turned our attention to the construction of a new implicit residual-based a posteriori
error estimation procedure. We split the error into two parts and estimated each part
separately by solving a small system of equations based on the local residual of the PDE.
Thus, we were able to compute an efficient estimate of the discretization error locally on
each element. For systems with invertible matrices, the error could be estimated by a static
problem, while, for general systems, part of the error had to be computed by solving a
transient system of equations. Local error analysis suggests that, for smooth solutions, both
error estimates are asymptotically correct, that is they converge to the real error under mesh
refinement. We first showed these results for linear symmetric systems that satisfy certain
assumptions, then for general linear symmetric systems. Next, we generalized these results
to linear symmetrizable systems by considering an equivalent symmetric formulation, which
required us to make small modifications in the error estimation procedure. Numerical results
confirmed the results of our analysis, for both the symmetric and the symmetrizable case in
one, two and three space dimensions. Examples included the linearized Euler’s equations,

153



Thomas Weinhart Chapter 8. Conclusions 154

Maxwell’s equations and the acoustic wave equation, as well as several other systems.

We further investigated the behavior of the discretization error when other numerical fluxes
such as Lax-Friedrichs are used. We observed that, while no superconvergence results could
be obtained, an error estimation procedure can be developed for most cases. We further
developed simple h- and p-refinement techniques to show that the error estimates can be
successfully used to guide the refinement and coarsening process. Finally, we presented
numerical results where we applied our DG formulation to some nonlinear problems.

8.2 Future Work

We note that, up to this point, we are not able to prove the asymptotic exactness of our global
a posteriori error estimates. However, the computational results in this dissertation suggest
that global a posteriori error estimates are asymptotically exact for smooth solutions. Thus,
a focal point of research in the near future will be to establish a global error analysis. Further
work has to be done on the extension of these results to more general linear and nonlinear
hyperbolic systems. Since our theory does not hold near singularities, we plan to devise a
strategy to detect discontinuities, which enables us to solve linear and nonlinear problems
with discontinuous solutions and thus test the scope of applicability of our results. We also
plan to investigate the extension of the work of Adjerid and Baccouch [2, 3] on triangular
meshes to hyperbolic systems. Another point of interest is the development of truncation
error estimates, which requires the solution to an adjoint problem to measure the pollution
error as well as the local error, and to compare them to our discretization error estimates
when applied to adaptivity algorithms.
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