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Preface
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student in his research group. Especially in the organisation of my internship I was astonished by the
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new directions or insights that I would never have thought of myself. Summarising I can say that due to
the pleasant, vibrant atmosphere I encountered within the Multi Scale Mechanics group, I have never
had to drag myself into office, which in my opinion is rather something, and I wish to thank you for that.
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Summary

Granular matter is present in everyday life in many forms, and can be defined as a collection of discrete,
solid, macroscopic particles. The particles are macroscopic in the sense that the particles have a size
of approximately pm or larger, which puts them distinctly above the atomic scale. Although granular
systems are encountered in many forms both in nature and industry, a closed theoretical description
such as the Navier-Stokes equations for fluids is not yet available.

The focus of this research was on geophysical mass flows, which can take rather destructive shapes
in the form of mud slides and snow avalanches. A slightly more abstract system is considered in this
thesis, in which dry, soft and spherical particles of two different sizes flow down an inclined rough
chute. When these granular chute flows are bi-dispersed, and thus contain particles of two different
sizes, segregation phenomena can occur. Due to an effect known as kinetic sieving, the small particles
will percolate to the bottom of the flow, and in turn the large particles are squeezed upwards.

A popular model to describe these granular chute flows, originally considering only one species, is
the depth-averaged shallow flow model. Given the assumption that the flow is shallow compared to its
length, one can depth-average the Cauchy balances for mass and momentum, which yields a reduction
in the number of variables. To be able to solve these equations however, a set of closure relations is
needed, among which is a friction law that describes the relation between the downward normal stress
and the shear stress exerted on the flow by the rough base.

For mono-dispersed granular chute flows such a friction law exists; the Pouliquen friction law
predicts the friction for a mono-dispersed flow in terms of the flow height and the depth-averaged
velocity, which are state parameters. This research strived to extend this friction law to the field of
bi-dispersed flows, and use it to predict the friction coefficient in quasi 2D, bi-dispersed chute flows.

The Pouliquen friction law involves relations concerning both arresting and steady flows, and thus
measurements were required for both. Since obtaining measurement data from physical experiments
is in general quite hard for granular flows, a series of simulations was done using the discrete particle
method (DPM). Being bi-dispersed, the flows have two additional parameters compared to mono-
dispersed flows: the size-ratio between the small and large particle radii and the relative volume of
the large particles with respect to the total volume of all particles. The latter parameter in this case
is of most interest, since in segregated chute flows the large particles will be transported to the front
of the flow (being at the top of the flow they have a higher average velocity than the small particles)
and thus the relative large volume fraction will change both over time and in different regions of the
flow. The size ratio however will not vary within the flow in this research (i.e, in one system there are
always only two distinct particle sizes).

Both the results concerning arresting and steady state flows show very good agreement with the
results for mono-dispersed flows, which supports the hypothesis that the Pouliquen friction law is also
applicable to bi-dispersed flows.

Having established the friction law for different bi-dispersed configurations, it was used to predict
the friction for an unsteady system. Whereas all previous simulations are done in a periodic box,
now the flow is allowed to flow freely down the chute and develop a flow-front. Then the relative
large particle concentration will vary throughout the flow, and have an effect on the friction coefficient
experienced by the flow.

One major advantage of simulating all individual particles is that the actual friction experienced
by the flow can be measured. When this measured value is compared with the value predicted by the
friction law, two conclusions can be formulated. First of all, the general trend of the friction coefficient
is predicted correctly, and the local concentration has a strong effect on the friction. Second however,
the friction law fails to correctly predict the friction for parts of the flow in which the concentration is
far from the steady state. This is a problem at the very front, where large particles are overrun by the
avalanche and temporarily reside at the very bottom of the flow, causing extra friction.
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Chapter 1

Introduction

The ultimate aim of this research is to be able to accurately predict geophysical mass flows, which
can be seen in a widespread variety in both nature and industry. Mud slides and snow avalanches
come to mind as rather destructive examples, but also transport-chutes and rotating drums in for
example, food-processing flows in industry show similar features. Here a more idealised problem of
dry, granular material flowing down an inclined chute is considered, containing particles of only two
different sizes. Having two distinct phases, in this case differing in size, can give rise to so-called
segregation phenomena. Many segregation mechanisms exist [3], and any difference in the constituents
properties such as density, shape and contact forces can cause segregation. Often however the dominant
one is size segregation [6], in which the flowing particle flow develops two segregated layers due to size
differences of the particles.

The importance of understanding these segregation phenomena becomes evident in mud-slides: due
to segregation effects the run-out (distance after which the avalanche stops) can be much longer for
segregated flows [I3]. Therefore, when predicting for example safe distances from avalanche-prone hills
to build your house it is of importance to incorporate segregation effects.

In the last few decades, extensive work has been done on this type of granular flows. Due to the
ongoing increase in computational capacity, the simulation of granular flows trough Discrete Particle
Method (DPM) solvers like [24], [26] has become feasible. On modern supercomputers simulations with
0O(10?) particles are possible. A typical DPM solver will integrate the equations of motion of individual
particles, computing the pair-wise interaction forces with a given contact model. Real granular chute
flows however incorporate a number of particles several orders of magnitude higher. For example, if one
considers particles of mm in diameter, a litre of material already contains 10% particles. Therefore a lot
of work is focused on the development of continuum models for granular flows. In the field of granular
chute flows, huge progress has been achieved with models using shallow layer modelling, utilising the
depth-averaged conservation equations of mass and momentum ([I9], [11]).

These shallow granular layer models show a clear resemblance with the shallow-water equations. An
important difference however is the introduction of a basal friction coefficient u, whereas the shallow-
fluid model has a viscous drag term, which vanishes when the velocity is zero. Originally this friction
coefficient was set to be constant [19] and thus behave Coulomb like, which implied that steady flow was
only possible at a single chute inclination 6, for which the friction exactly balanced the gravitational
forces. Both physical [5], 8] and numerical [27] experiments however show that steady flow is possible
over a range of chute inclinations.

To overcome this limitation, Pouliquen developed an improved friction law [16], characterised by
two inclinations §; and Jo, between which steady flow is possible. At chute angles below 7, the friction
is strong enough to dissipate all kinetic energy gained by gravitational acceleration and the flow will
come to a halt. Above d2 the friction is too low to dissipate the gained energy and the flow accelerates
indefinitely. In between the two angles steady flow is possible and there the Pouliquen friction law
predicts the friction. Finally, for §; — d2 the Coulomb model is recovered. In this thesis an approach
similar to [27] and [22] will be followed, in which a closure law for the friction, which is needed to
solve the depth-averaged shallow layer equations for granular chute flows, is derived in line with the
Pouliquen experimental approach [I7], utilising a series of DPM simulations.

Whereas [27] and [22] only consider mono-dispersed flows, this research aims to extend this idea to
bi-dispersed flows, thereby considering segregation phenomena as described in [20] and their influence on
the friction coefficient u. Bi-dispersed flows have only two different particle sizes, and their segregation



behaviour is analysed in [12] .

In this work the systems considered are dry, cohesion-less, granular, bi-dispersed chute flows, i.e
flows with two differently sized types of particles, flowing down an inclined chute. In these flows
the smaller sized particles will percolate to the bottom of the flow, due to an effect known as kinetic
steving ([15],[20]). The kinetic sieving mechanism is a result of a combination of percolation and squeeze
expulsion. Due to gravity both large and small particles will fall into gaps opening up beneath them,
small particles however have a larger chance of finding a gap sufficiently large. Therefore small particles
percolate down easier. Squeeze expulsion is the phenomena that (both large and small) particles can
be pushed either up or down due to force imbalances. This effect is not dependent on the particle
size, but it does introduce a driving force for particles to move either up or down. Combined with the
percolation, the result is that the small particles have a higher chance of going down, whereas the large
particles are squeezed up.

In figure several snapshots are displayed of a chute flow which is initially normally graded, i.e
all heavy large (orange) particles are at the bottom, with the small particles (blue) on top. Over time
the flow will segregate, reversing the vertical order of the phases.

Cicd

(a) t=10s (b) t =300s

&

(c) t =900s (d) t =1500s

Figure 1.1: Initially normally graded flow, segregating over time, snapshots at ¢t = [10, 600, 900, 1500] s.
The orange particles are 26% bigger in diameter than the blue particles (making them exactly two
times larger in mass and volume). Note that the base is made out of fixed small particles, which is
visible in the first snapshot.

Given the phenomena introduced, this thesis aims to answer two main research questions:

e Can the Pouliquen friction law be applied to predict the macroscopic friction in steady, bi-
dispersed chute flows?

e Can the friction law be applied to predict the friction in bi-dispersed avalanche fronts, incorpo-
rating the effect of the different mixtures throughout the flow?



In this thesis the findings of the research will be reported. In chapter [2| the theories available will be
treated. First the shallow granular layer equations are derived and the different closure relations needed
to solve the system will be considered. In addition to that the quantities used to describe the segregation
of the flow will be defined. The final part of the chapter deals with the Discrete Particle Method which
is used to simulate granular systems. An important aspect of these simulations is the so-called micro-
macro transition, i.e the step from discrete particle-based quantities to macroscopic fields. Then in
chapter [3| an outline of the simulation setup will be discussed. Numerous simulation configurations
are used to simulate both steady and non-steady systems. The results of these simulations and their
comparison with the available theory will be dealt with in chapter[d] Finally a conclusion and possible
future directions will be formulated in section [l






Chapter 2

Theoretical background

This thesis spans several theoretical areas. The depth-averaged shallow-layer equations are used to
describe granular chute flows with a continuum approach. They are treated in section The closure
laws needed for these equations are formulated in line with the Pouliquen experimental approach [I7]
in section [2.2] Derivation of the needed relations to be able to handle bi-dispersed flows is done in
section Then the Discrete Particle Method (DPM), used for the numerical experiments is described
in Next, the translation from the discrete results from the DPM simulations to the continuum
macro-scale is done by means of a coarse graining method, discussed in Finally, in section this
coarse graining method is used to derive relations for the depth averaged flow variables required.

2.1 Depth averaged shallow layer equations

In the field of granular flows a lot of work has been done on the subject of shallow layer flows. Using
depth-averaged versions of the continuity equation and the Cauchy momentum equation, the number of
degrees of freedom is greatly reduced. Derivation of these depth averaged shallow layer equations starts
from the continuity equation and the Cauchy conservation equation for momentum. Through depth-
averaging the (shallow) flow-depth direction is integrated out [II]. This gives a system of equations
describing the flow in terms of depth averaged quantities which can be solved numerically, given a set
of closure relations. Pouliquen et al. [I7] developed a flowrule to describe the friction coefficient p in
terms of flow variables, being the flow height i and the depth-averaged velocity w, yielding one of the
closure relations needed . Weinhart et al. [27, 28] measured the coefficients needed in these closure
relations for mono-dispersed flow through DPM simulations. The closure relations needed consist of
a relation for the basal friction coefficient p (in [27] referred to as the flowrule), a relation for the
normal stress anisotropy, relating the stresses in down-slope and depth direction and a shape factor «
describing the ratio between the squared average velocity and the average squared velocity. This work
aims to extend this to bi-dispersed flow and to find a closure relation for the friction coefficient.

In the ongoing sections a coordinate system Oxyz will be used, in which « is directed down-slope a
chute at angle 6. The z direction is normal to the slope and the y coordinate is directed perpendicular
to the flow direction. Note that since the bottom in general does not need to be flat, the down-slope
direction is defined to be along the mean slope of the bottom.
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Figure 2.1: Avalanche domain with the coordinate-system and at the right the tractions t = o - n; at
the base, exerted by the base on the flow. Picture taken from [2].

2.1.1 Mathematical background

The derivation starts with the continuity equation and Cauchy’s momentum balance:

Dp
Mass: —- 1) =0 2.1
ass: = +p(V-u) =0, (2.1)
Momentum: Dﬁptu =V .o+ pB, (2.2)
D 0
D_9. .v 2.
D Y \% (2.3)

In these equation p denotes the density, u = (u,v,w)T is the velocity vector, o is the stress tensor and

B is the body-force-density applied. Next some assumptions are made which will simplify the set of

equations. First of all the flow is assumed to be incompressible (D— = 0) and of uniform density, thus

Dt
density is constant. Second, any gradients in y-direction are neglected, such that the flow is uniform in
y-direction and there is zero flow-velocity in y-direction. This is just for simplicity, and is not needed in
general. Finally the only body force present is gravity pg, where g = ¢/(sin#,0, —cos#)T as the chute
is inclined at an angle 8. Given these assumptions, the simplified conservation equations become:
Oou Ow
Mass: V-u= —+ — =0, 2.4
oxr 0z (24)

Momentum x: p <8u + u% + 5‘u> = 00a + 92z + pgsind, (2.5)

ot Yor "oz or | 02

ow ow ow 00y, 00,
Momentum z: p N + u% + wa = o iR

Next the two spatial derivatives on the left hand side of the momentum balance for the z-direction can
be rewritten:

— pg cosb. (2.6)

u——|—w—Z=2 — tw— —u—. (2.7)

U— +w— =2u— +w— +u—, (2.8)
z x z

ou ou ou?  Quw

- = = . 2.
Y or ““az ox + 0z (2:9)
Similarly for the z-direction:
ow ow  ow?  Ouw
e = 2.1
Yoz "Wz 0z or (2.10)
Substituting (2.9) and (2.10) in (2.5) and (2.6):
ou  Ou®  Ouw 00pe 00, .
Momentum x: p (31& + e + o ) = o0 + % + pgsinf, (2.11)
ow Ow? Ouw 005, 00,
Momentum z: p <8t + 52 + o > = or + 5, —Pgcos 6. (2.12)



Next, if the free-surface of the flow is defined to be at z = s(z,t) and the basal surface at z = b(x, t)
the height of the avalanche can be defined as:

h(z,t) = s(x,t) — b(x). (2.13)

Note that the location of the base is fixed, i.e it does not evolve over time. From now on a superscript
s and b will be used to denote quantities evaluated at the surface or the base respectively. Thus u® is
the velocity-vector at the base, and n® denotes the surface-normal vector.

2.1.2 Boundary conditions

Next the boundary conditions at the base and the free-surface are derived. First of all it is observed
that particles at the base or the free-surface can only move tangent to that surface. In the continuum
domain this means that streamlines do not punch through the boundary surfaces. This is expressed
via the kinematic boundary conditions:

Ds—z Os—z 05—z s Os s 0s s
Dt o Y Tar Y Ta e WY 214)
Db—z 0b—z pOb— 2z p Ob L 0b b
Dt o Y Tar YW Ta e w0 (2.15)

Note that since z is an independent coordinate, it drops out of the derivatives. In addition to these
kinematic boundary conditions, boundary conditions for the traction at the surfaces are derived as
well. The traction is defined as the force vector applied per unit area. The free-surface is defined to be
traction free (i.e air-drag is neglected), and at the basal surface a Coulomb friction model is applied,
relating the tangential traction to the pressure normal to the base. The direction of this tangential
traction is opposite to that of the flow velocity. The traction force per unit surface t is defined as the
product of the stress tensor with the normal of the surface (see figure , so for the free-surface this
gives:

t° =0°n® =0. (2.16)
The traction at the base is first decomposed in a normal and a tangential part:
t'=o'n" =t} +t) =t —n"|t]]. (2.17)

The minus indicates that the traction acts in opposite direction compared to the unit normal (see figure
2.1), i.e into the domain. At the base the Coulomb model states that t? is given as the product of the
normal component of the traction with some friction constant u:

t) = —pth \| bl (2.18)

The factor _\%I makes sure the tangential component of the basal traction is always opposed to the

flow motion (i.e slowing the flow down). The traction component normal to the base is simply the
normal component of equation ([2.16)):

|t5’l{ =-n’-tt = —n®. (¢"n"). (2.19)

So the boundary condition at the base becomes:

Pha = p(nd - (o)

b
O'bnb = Ilb obnb L n .
(n” - (0"n")) (u| o+ > (2.21)

+ (0" (¢"n”))n”, (2.20)

The normal vectors n® and n® can easily be described in terms of the spatial derivatives of s(z) and
b(x) and the unit normal vectors e, and e,:

I (—Ziez T ez> , (2.22)
(82)2 +1

n’ = _ (abegC - ez> . (2.23)
(8 +1 107



For brevity this can be written as:

2
n® = (A%)7! <_§;ex + ez) , A% = <8Z> +1, (2.24)
2
n’ = (A%)~! (g)zex — ez> L Ab = (22) +1. (2.25)

2.1.3 Dimensionless form

The equations are non-dimensionalised similar as in [I1l 2], with the typical flow length L, a typical
flow height H and the gravitational acceleration g. This is done such that later the fact that for shallow
chute flows the aspect ratio e = H/L is small can be exploited, i.e the avalanche height is much smaller
than its length: ¢ << 1.

r=Lx, z=Hz, (
t=+/L/gt, (2.27
u=+/Lgt, w=e¢e\/Lgw,e =H/L, (

(

Opzx = PgH G2z, 022 = pgHG ., 0y, =V pgHG,., 0 <y < 1.

Note that the classical choice for the constant relating the normal component of the stress tensor to the
shear component would be . However p is not constant and depends on the flow variables. Therefore a
constant « is introduced, which relates the maximum value of the friction-coefficient to the aspect-ratio
e. First the non-dimensional quantities A*,A® and n®, n® become a function of the non-dimensional
variables:

s _ (asy—1 ( HOS st [ 08

n’ = (A% ( T —ajez—i—ez = (A®) e—aiem—&—ez , (2.30)
b amen ([HO N, ( 9b

n’ = (A% (L §78 e = (A") epz8 e |, (2.31)
, H05\> 95\°

A _\/<L 8@) +1_\/<63f> +1, (2.32)

Hob\ A

b _—— = _—

Ab = <L3i> +1 <‘€aa~s> +1. (2.33)

Next, introducing the nondimensional quantities, the continuity equation (2.4) becomes:

\/Lg@ n a/Lg@j B \/Lg@ n VLgow  Ou n ow

_ _ou —0. 2.34
L 0% H 0z L 0% L 0z 0% 0z 0 (2:34)
Similarly the conservation of momentum (2.11) and (2.12)) transforms in:
ou  ou*  duw 004z | 004,
— = sin 0 2.35
ot "or Ter ar ooz MY (2.35)
dw  ow® | dud\ 1,06, 5.
— = — 0. 2.36
5<8t+82+8i> = o tor T (2:36)

Next the boundary conditions are transformed, starting with the kinematic boundary conditions, ([2.14])

and (2.15):

ds  ,0s s 0s 05 .
o L,ob b b,
5 T gy W =0— 8£+u ria =0. (2.38)



At the free surface §(Z), the two components of the free surface traction are both zero (using the
definition of the normal in equation ([2.24])):

tt =0 n*=0° (A%} (—2‘;% + ez> =0. (2.39)

(2.40)

So the z and z-component (2 and t2) of the traction transform to:

0 0
t = —U;ma—i +0S. =0and t’ = —U;za—i +o;,=0, (2.41)
H 95 H 05
_ng&;wféT; +eTpgHG;, =0 and — nge“’&;Zfa—; +pgHé;, =0, (2.42)
0s 0s
_5539”57; 4 e75°. =0 and — 57“&;8—; 450, = 0. (2.43)

Repeating exactly the same steps, also the boundary condition for the traction at the base, equation
(2.21) can be non-dimensionalised. The traction is split in a xz-and z-component, and the relation for
the normal vector at the base, equation (2.25)) is substituted. Starting with the z-component of the
traction:

b
oant 4 ot = (- (o) (sl o). (244)
ab ub b
b ABYV=19% b Aby=1 _ bbb by—1 00
(AN~ b (AN = - (o'n) (st + (A9 ). (2.45)
ab ub b
b 90 b bbb b b
g b = (0 o) (A 4 5 ) (2.46)

But now, non-dimensionalising (n” - (¢”n®)) is not straight forward. First the matrix vector products
are written out:

n’- (o'n’) = n’ - ((og,n; + 0g.nt)es + (07.n; + 02.n2)es), (2.47)
= (05,n} + 00n)ng + (07ng + 02.n)n, (2.48)
=P nbnl + 208 nbnb +ob nbnb. (2.49)

Substituting non-dimensional quantities gives:

ab = (A% e b~ (Ahy T AY = (2.50)
oz
PAW b
n’ - (obn®) = pgH(A") 2 | &, <g%> — 271! 2oz (2.51)
Which can be written as:

~ 2 ~
n® . (6'n) = pgH(AY) 7230, with: x* = [ &2, (e?ﬂ) —2@“&32% . (2.52)

X X

In this way ¥° can be thought of as the non-dimensional component normal to the base of the traction
on that base. Furthermore, the length of the velocity vector becomes:

0’| =/ (u)? + (wh)? = \/(\/Ligﬁ")2 + (eV/Lgit)? = \/Lgy/ (i0)? + (ed?)? (2.53)

Now the basal traction, equation (2.46]) can be non-dimensionalised :

- b . o VLgu® ob
H&b e— — pgHe 65, = (pgH(AY)72%°) | A? +e— 2.54
pgHG e o — pgHe oy, = (pgH(A")77X7) | A NN E R (2.54)

~b 7
_vsb by—2~b b u b
Oaaf = — € 0as ((A")7=X") (A Iz T ) Jre@j) (2.55)



In exactly the same way also the z-component of the boundary condition for the traction at the basal
surface (2.21]) can be non-dimensionalised :

b
o5 n® 4 0% b = (n® - (o)) (,L o ng) . (2.56)
Becomes:
b ewb
5o 10 b Aby-250) [ Al —1 2.57
0. .€ — —0,, — = . .

2.1.4 Depth averaging

With the conservation equations and boundary conditions in non-dimensional form the next step can
be applied: depth averaging. Depth averaged variables are defined as the variable integrated over the
height, divided by that height:

F=1/h /b fdz with: h = s — b. (2.58)

Starting with depth averaging the non dimensional continuity equation, note that from now on the
tildes are omitted:

1 [*0u Ow
E A % + gdz = 07 (259)
So0u  Ow
2 I dy = 2.
= + 5 z=0, (2.60)
/s@dz—i— w Z:S—O (2.61)
b afE 2—b o '

In which [f]2Z} = f(s) — f(z). Next Leibnitz’ rule is employed, to change the order of differentiation
and integration on the first term:

s s z=s(x)
stressLeibnitz: ﬁ/ fdz=/ ﬁdz—k f% , (2.62)
ox b b ox ox 2=b(x)
9 udz — u% + |w =0. (2.63)
ox J, or|,_, b

The two terms in the brackets are combined, and from equation (2.58|) one gets fbs udz = hu:

ohu 0z]°~°
% + [w — ’Lbax] - = 07 (264)
ohu s s% b b@ _

Substituting the kinematic boundary conditions for both the base and the surface (equation (2.38)) and
(2.37) gives the depth averaged continuity equation:

ohu ds 0Ob
o T o =0 (2.66)
ohu  Oh
- T3 =0 (2.67)

In the same (but lengthier) fashion the momentum conservation equation in z-direction, equation ([2.35]
can be depth averaged (the pre-factor 1/h is already cancelled):

Sou  Our Ouw 5 004a 00,
— +— 4+ —dz = —_— T infdz. 2.
Lot or T ar /l,€8m+€ g, | Smoez (2:68)
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Each term is treated separately below:

S ou o [° 0z 1° Ohu 0z 1°
L ot /b udz {at “} , ot {at “L’ (2:69)
* Ou? o [° 4 0z ,]1°  Ohu? 9z ,]|°
5 Quw s
= 2- 1
. 0: dz [qu, (2.71)
P 004, O [° 0z s _ OhT4, 0z s
/b € o dz = 5% /b Oppdz — € [&:Um] ) = o € [83:0”] b, (2.72)
/ Ey%dz =7 [UM} , (2.73)
b 0z b
/ sinfdz = sinf(s — b) = hsin6. (2.74)
b

Substituting the above terms back in (2.68]) and rearranging one gets:
ohu  Ohu? 0z 9z ,]|° OhT 4y . 0z s
— - —U— =e—— 2z — €7 Oza hsin 6, 2.75
5 + o {uw 7% Y ]b S + {e o €5, b—|— sin (2.75)
onu  ohw? [ 0z 0z ) * OhT..
ot Ox v

+ [S’ng — Egzam] + hsin6. (2.76)
T b

u(a + e
In the terms between the brackets the boundary conditions for the traction at the base and the surface

(equations (2.55)) & (2.43)) and the kinematic boundary conditions (equation (2.38) & (2.37) can be

recognised. Substituting those in gives:

=¢
b ox

ab b
— ((AP)72y) (Abﬂ GO CTOE + 522) + hsind. (2.77)

oma Ohu?  OhG,,
ot " or ° ox

Next the fact is usd that for the systems considered ¢ = H/L << 1, and terms of order larger than e
are neglected. Note that it is assumed that 0 < vy < 1. First the expression for x*, equation (2.52)) is
rewritten:

2
X' = ("Zx <5§i) - 25”“05@% + rf‘;z> =0l +0(E™). (2.78)

Next the normalisation constants for the unit vectors A%® become:

N\ 2
b
E&%> +1=1+0(e), (2.79)
A= (25 2+1—1+0() (2.80)
=\ 5z = €). .

Furthermore the fraction giving direction to the friction term simplifies, if it is assumed that u(z) > 0
throughout the whole depth the term can be written in depth averaged variables:
b —
u U
= — +0(). 2.81
O ey (250
So, assuming p = O(g7), equation (2.77) becomes:

ohu  Ohu®  OhG..
=& — 0

ot T or "o %

u b
(’u|Z| +68z> + hsind + O('). (2.82)

Now the non-dimensional momentum conservation equation in z-direction (equation (2.36])) can be
used to obtain a relation for o,,. Therefore it should be noted from (2.36) that the leading order
behaviour for o, is governed by:

902 =cosf + O(e). (2.83)
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This can be integrated to get a relation for o,,:
0., = zcos(f) + C. (2.84)

Using the zero traction boundary condition at the surface up to leading order (equation (2.43]) becomes
os, =0) gives:
0., = (2 —8)cosf + O(e), (2.85)
o = —hcosh + O(e). (2.86)

Which yields the lithostatic-pressure balance (up to leading order). So the momentum balance in
z-direction becomes:

Ohtu  Ohu?®  OhGa., u

— * 5 _— . @ 14+~
s + 5 = o + h(sinf — cosOu—) — 6hc0598$ +0(e ™). (2.87)

[
Now recalling the non-dimensional, depth-averaged continuity equation ((2.67))):

oh 4 ohu
ot ox
It can be seen that there are two equations for five unknowns: h, @, u2, jt, 74,. Therefore three closure-
relations need to be defined to be able to (numerically) solve the set of equations. Firstly, a constitutive

model is needed, relating the normal stresses in z and z directions. Similar to [27] a linear relation
between the two will assumed, by means of a stress-ratio K:

=0. (2.88)

Oax = KT,,. (2.89)
Next u2 and @2 are assumed to be related by a shape factor o
u? = au’. (2.90)

Now the complete depth-averaged shallow-layer equations have become:

oh  Ohu
z = 2.91
o T or (291)
ohu 0, _,  OhKos.. . u b 14y
5 + % (hatw®) =€ o +h (sm@ cos O |) eh C0898$ +0(E). (2.92)

2.1.5 Segregation equation

The depth averaged shallow layer equations that are derived describe the behaviour of the flow as a
whole, they do not however provide any mechanisms to describe the behaviour of the two different
phases (large and small particles). Therefore a segregation model as described in [I2] is needed.
This model gives an extra segregation equation, derived from mixture theory, in which each phase
individually has to satisfy mass and momentum balances. It therefore depends on the velocity field,
which can be prescribed or constructed from the depth averaged shallow layer equations derived here.
Given this velocity field the segregation equation describes the relative volume fraction of the two
phases in space and time.

2.1.6 Friction coefficient u

From the conservation of momentum in x and z-direction (equations (2.5 and ) it is possible to
derive a steady state friction coefficient p which relates the shear-stress ., to the downward normal-
stress 0,,. Assuming a steady, uniform flow, such that all derivatives with respect to ¢ and x become
zero, and assuming w = 0, the momentum balance for  and z becomes:

% + pgsinf = 0, (2.93)
% — pgcosf = 0. (2.94)
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Since p and g are constant, this can be integrated over z from z to infinity, giving the stress due to the
weight of the flow above z:

00y ) 2 — oo o .
/Z ;/ + pgsin0dz’' = [0, (2"))Z22 +/Z pgsinfdz’ =0, (2.95)
> 00 / INEESSS > /
5, — P9cos 0dz" = [0,.(2))ZZ° — pgcosfdz’ = 0. (2.96)
Next, applying a constant density profile for 0 < z < h and the fact that the stress at infinity is zero:
(002 (252 + / pgsinfdz’ = o,.(z) + (h — 2)pgsinf = 0, (2.97)
’ ZOO
(0. (22 =0 — / pgcosOdz’ = o,.(z) — (h— z)pg cos § = 0. (2.98)
Rearranging gives:
—04:(2) = (h— 2)pgsin b (2.99)
0.2(2) = (h — z)pg cos b (2.100)

The friction coefficient p™ is given as the ratio between the downward normal and the shear stress:

pm(z) = =222 (2.101)

O-ZZ

Which, given the assumption of steady, uniform flow is equal to (combining (2.99) and (2.100) with

E100):

xrz i 9
pr == Jz2 BT e, (2.102)
s cos

Since in section [2.5.2] a way of measuring the stress tensor for particle simulations will be presented,
it is possible to measure the friction coefficient that a flow experiences. In the rest of this thesis this
‘measured’ friction coefficient will be denoted with an uppercase m: p™.

2.1.7 Closure relations

To be able to solve the depth averaged shallow layer equations K, o and a relation for the friction
coefficient 1 need to be defined. First of all, it is assumed that K =~ 1, which is true for low-shear
shallow flows. For very rapid flow it is known that K > 1 [10]. Next « is addressed. Although not the
focus-area of this research a few examples of different velocity profiles and their shape-factors will be
given. If it is assumed that the xz-velocity is a simple linear function of z (it is assumed that b(z) = 0,
i.e the bottom is flat and located at z = 0):

u(z) =12 + co (2.103)
Next u2 and @ can be computed:
1" 1" 1 "
U= E/o u(z)dz = E/o 1z + codz = 7 [02122 + czz} . = %h + c2, (2.104)
2
(@)? = %hQ +creh + ¢, (2.105)
— 1t 1" 13 "
u? = f/ u?(2)dz = 7/ A2 42102+ cadr = — | 223 a2 + k2| (2.106)
h Jo h Jo h|3 0
— A, 2cico 9
u?=—h"+ ——h+c. (2.107)
3 2
So the shape factor a becomes:
2
2 2 cah
— Sp2y %2 4 2 (2)
o= =3 2 =1+ S € [1,4/3] for c1,¢5 > 0. (2.108)

2
Zlhg + creah + 2



First considering the simplest case, a plug-flow with uniform velocity:

Plug flow: u(z) = ¢ with: ¢; = 0. (2.109)
This gives the trivial solution:
2
c
Uplug = C% =1 (2.110)

2
Next, a linear velocity profile with u(z = 0) = 0 would give:

Linear velocity profile: u(z) = ¢;z with: ¢ =0, (2.111)
2
ﬁh2
3 4
a=3—=_ (2.112)
ETE
4

Finally, a realistic (for shallow granular avalanches) Bagnold[I] flow profile, which scales the velocity
with 2%/2 (the more lengthy derivation has been omitted) gives:

Bagnold flow: u(z) = ¢; (h3/2 —(h— 2)3/2) , (2.113)
a=5/4. (2.114)

Given these two relations for o and K the only missing link is the friction coefficient p, and its
determination is the main focus of this thesis. In the next chapter an existing closure for p will be
discussed, and how it can be applied to bi-dispersed flows.

2.2 Closure laws in terms of hy,,

For the closure of the depth averaged shallow layer equations a relation for the friction coefficient
1 is needed. Originally this friction coefficient was taken to behave Coulomb-like, which relates the
friction coeflicient to the tangent of the internal friction angle §: p = tan(d). This however would
mean that steady flow is only possible at one chute angle, being the internal friction angle (4), at
higher inclinations the flow would accelerate indefinitely, at lower inclinations the flow would arrest.
In experiments however steady flows are observed over a range of angles. Therefore, Forterre and
Pouliquen [7] investigated this flow-range. In the experiments they measured the minimum flow height
hstop Of the particles versus the chute inclination 6. A lower height would cause the flow to arrest.
This hgop was fitted with equation :

tan(d2) — tan()

hstop = A -d- tan(f) — tan(d;)

, 01 <0< bs. (2.115)

In equation 61 is the minimum flow angle, a lower chute-angle would cause the flow to arrest,
independent of the height. Next, ds is the angle above which no flow arrests, also independent of the
flow height h. Furthermore d is a characteristic particle diameter and A a characteristic dimensionless
length scale. Now the hgop curve separates the arresting regime from the flowing regime. So for
h < hstop the flow arrests, and for h > hgop and 87 < 8 < o flow is possible. An example hgtop-curve
is plotted in figure in which the two phases (arresting- and non-arresting flow) are indicated.
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Figure 2.2: Flow phase diagram example

Given this hg,p, curve it was found in [I6] that for mono-dispersed flows, steady flow is possible at
a Froude number which is a linear function of the flow height scaled with h;0p,(6). The Froude number
relates the depth-averaged flow velocity to the surface gravity-wave speed and is given by:
A — (2.116)
gcos(0)h

in which u denotes the depth-averaged downslope velocity and g is the gravitational constant. The
Froude number is similar to the Mach-number. It was found that for steady flows F' relates linearly to

h with:
h

hswp(g) o0

in which 8 and ~ are fitting parameters independent of 6 and particle size (for mono-dispersed flow).
Note that originally Pouliquen assumed v = 0, in ongoing research however it was found that the
introduction of v did improve the fit. Next, using u = tan(d) (for steady flow) it is possible to derive a
closure law for the friction coefficient in terms of flow variables F' and h. Starting with the fit for the
Rstop ~curve, equation (2.115)), which can be rewritten:

=8 (2.117)

tan(0) (hstop + A * d) = hgpop tan(dr) + A * d = tan(da), (2.118)

tan(f) = M—FA*d* }m. (2.119)

Next m is added to the first term of the right-hand side, and subtracted from the last term:
tan(6) = (hStOZ:Of: j):zn(él) + Axdx tar}llifjj -y_- fj]:(c(lsl) ’ (2.120)

tan() = tan(s;) + A d+ tar;l(fi - f:‘:(jl) . (2.121)

Finally the relation between hg,, and the Froude number (equation (2.117)) is used to get a relation
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for the friction coefficient in terms of the flow variables I’ and h:

hstop(0) = % (2.122)
tan(8) = u(F, h) = tan(s;) + tan(é;)h* tan(dy) (2.123)

Axd(F+7) +1

In this research this relation for p based on the flow variables will be used, and compared to the
measured friction coefficient defined as p™:

P (2.124)
Ozz

2.3 Bidispersity and segregation

The flows investigated are bi-dispersed, meaning there are particles of two different sizes present. Both
the rate at which the segregation develops and the shape of the steady state segregation profile depend
on this size ratio. First the relative size of the particles is characterised by the size ratio o:

o = Lsmall (2.125)

Tlarge

On a macroscopic scale the ratio between the total volume of both phases needs to be defined:

4 3
Warge o Nl‘"!]@ "3 arge Nlarge

= 1 1 = .
Vsmatt + Viarge Nigrge - §7T7"?arge + Nsmall§7f ) Tgma” Niarge + Nsmalt - o3

n= (2.126)

If now the size ratio o and the number of large particle Ni4.ge are set, the number of small particles is

given by (rearranging (2.126])):

Nar e 1-
targe 11, (2.127)
o n

Nsmall =

Note that the definition of o originates from the paper by Savage and Lun [20], but since this convention
only allows for values between zero and unity, the inverse of this ratio is used most of the time, in
line with the paper by Thornton et al [23]. Furthermore, to be able to compare simulations, spatial
coordinates are non-dimensionalised with a particle diameter, similarly as in [27]. However, since both
large and small particles are present, in this case the large particle diameter is used to nondimensionalise
the system. So in non-dimensional units the large particles have unity diameter.

An important factor in this work is to establish whether flows are in the steady state. For mono-
dispersed flow one could simply look at the kinetic energy, if the total kinetic energy of the flow
converges to a steady value over time the flow has reached its steady state. Dealing with bi-dispersed
flow however it is important to check that the segregation profile has reached its steady shape as well.
As a homogeneously mixed (or any other mixture differing from the steady concentration profile) flow
will flow over time, a segregation profile will develop in which the small particles percolate down and
the large particles are squeezed to the top of the flow. However, this would after some time result
in perfectly segregated flows, which is not observed in experiments, where there is always a mizing
region between the two phases. This mixing is due to simple diffusion, a result of the movement of
the particles. Therefore the shape of the steady segregation profile depends on the amount of diffusion
versus the amount of segregation present. Since there are only particles of two different sizes present,
it is relatively easy to characterise the state of the segregation compared to poly-dispersed flows with
a continuous distribution of particles sizes. This is done by taking the ratio of the z-coordinate of the
centre of mass (COM) of both the large and the small phase:

_ COMsmall

S=——""—.
COMlarge

(2.128)

First it should be noted that for completely segregated flow (i.e two completely pure layers) the fraction
of the flow-height occupied by the two separate phases is a function of #:

hi = nh, (2.129)
hs = (1 —n)h. (2.130)
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Now since it is known that the large phase is on top of the small phases, it is possible to derive relations
for the COM of the small phase and that of the large phase in terms of 7 and the height h (note, this
only holds for two pure phases):

COMsmall = hb/2 = (1 - n)gy (2131)
COMlm-ge =h-— hl/2 = (1 — 77/2)h~ (2.132)
Such that when n = 1/2, i.e Viman = Viarge, S becomes:
1—n)k h
g U= 3, (2.133)

(L=n/2)h — 3h

As mentioned however, there will always be diffusion causing S to increase. E.g for completely mized
flow S becomes:
ln
S=2_=1 (2.134)
sh
2
And finally, for inversely graded flow (i.e large particles at the bottom, small particles at the top of

the flow) and again n = 1/2 S becomes:

_3/4_

571/4*

3 (2.135)

That being said, the focus of this research is on the derivation of a closure law for the friction
coefficient p. This friction coefficient will depend on both the (local) volume ratio  and the particle
size ratio 0. The developing avalanches considered in this research however will have a constant o (there
will be only two particle sizes in each system), so the objective is to compute the friction coefficient
as a function of the local volume ratio 7 in the flow. Since the flowrule for x(F,h) (equation (2.123))
depends on hgop and the Froude flowrule fit (which gives the S and + from equation ), both

hstop and F'(

) need to be fitted for every 7. This of course is not feasible, since 7 is a continuous
sto

variable. Theref(?re when the friction coefficient is needed for a specific 1 for which the flowrule data
is not directly available, it will be computed as the linear weighted average of u(F,h) for the two
closest 7° values (below and above 7) for which there is flowrule data. Let the superscript 1 denote
the flowrule being computed for that specific n, i.e u7(F,h) is the friction coefficient for a flow with
volume ratio ng, and let  be a volume ratio for which there is no flowrule data, with 7y and 7; being
the two closest volume fraction ratios for which there is flowrule data, such that no < n < m1. Then
the linearly weighted friction coefficient for 7 is given as:

p(F by = 2o () 4 T2 (), (2.136)
 — "o T — "o

Given this definition, for n = 7, one gets u, for n = ny one gets u"° and for any 7 in between a
weighted average of p7° and p™ is returned.
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2.4 Discrete Particle Method

To obtain insight in real granular flows is in general extremely difficult. For example, measuring a
simple velocity profile throughout the flow depth is a tremendous challenge. Using transparent walls,
it is possible to measure velocity directly at the wall, but then the wall has a large effect on the flow
properties. Therefore, numerical simulations are used, which allow for much easier extraction of data.
These Discrete Particle Method (DPM) simulations will be performed in MercuryDPM [26] 24], an
open-source DPM solver developed at the University of Twente. The particle interaction forces are
determined by a linear spring-dashpot model [4] coupled with a frictional sliding force [14]. Given
the total force on each particle, this subsequently allows for the integration of Newton’s equations of
motion in time to obtain trajectories for the particles. After these simulations are performed the results
(particle positions, velocities and interaction forces) will be coarse grained to obtain macroscopic fields
for quantities like velocity, stress and density. In this section DPM will be treated in more detail, and
contact-laws and coarse graining methods used will be discussed.

2.4.1 Contact laws

In this section the contact-properties of the particles will be discussed. All particles are assumed to be
spherical and soft. This way a particle accelerates in translational and rotational degrees of freedom
(DOF) due to the total force and total torque acting on a particle respectively.

Symbol| Description

T Radius of particle i

7 Radius of the large particles

Ts Radius of the small particles

d; Diameter of the large particles

ds Diameter of the small particles

N Total number of particles

Niarge | Number of large particles

Ngman | Number of small particles

r; Position vector of particle 4

wj Angular velocity vector of particle i

A\ Velocity vector of particle 4

m; Particle mass

I; Particle moment inertia

n;; Unit normal pointing from particle j to ¢

f; Total force acting on particle i

fi; Force acting on particle 4 resulting from the collision with
particle j

f{j‘- Normal f:omponent of £, With.respect to N A

£ Tangential component of f;; with respect to Ny

q; Torque acting on particle 4

g Gravitational acceleration

b;; Branch vector, pointing from particle i to the contact point
with particle j

kot Normal or tangential spring stiffness

ATt Normal or tangential dissipation

uP Particle contact friction coefficient

o Normal overlap between particle ¢ and j

9; Tangential displacement vector between particle ¢ and j

Table 2.1: Symbol table

The meaning of all symbols used can be found in table ; furthermore a single index denotes a
property of particle 7, e.g particle mass m;. A double index denotes a relative quantity v;; = v; — vj,
unless defined otherwise. Given a pair of two particles ¢ and j, the relative distance vector is given by:

rij =T, — I‘j. (2137)
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The length of this vector is the scalar distance between the two particles:
Tij = ‘rij|- (2138)

If r;; is normalised with r;;, one gets the unit normal pointing from particle j to i:

fy; = L (2.139)
Tij
To check whether particles are in contact the (normal) overlap is defined as:
675 = max(0,7r; +1j —riz). (2.140)

Particle ¢ and j are in contact if ¢;5 > 0. Next the force f;; is defined to be the force acting on particle
1 due to the collision with particle j, and in general it can be decomposed in a tangential and normal
component (relative to unit normal f;;):

fi; = £ +1f};. (2.141)

Considered are elastic, dissipative and frictional contact forces (no adhesion or long-range interaction
forces), thus particle pairs only interact if they are in contact. So for the normal direction, given a
damping constant 7" and spring stiffness " the normal force component f;} is given by:

In which v is the normal component of the relative velocity vector v;; = v; — vyt

Although in the DPM simulations the particles are assumed to be smooth and spherical, in general
every real particle will have some surface roughness. This causes particles in contact to resist relative
tangential displacement at the contact. To model this behaviour a tangential spring and dashpot are
introduced. Similar as with the normal force the tangential force consists of an elastic and a dissipative
part:

1

First, the relative tangential surface velocity at the contact point Vf-j is given as the relative velocity

minus its normal component, plus the contributions due to the angular velocity of both particles:

VEj = vij — Vi + by X w; — bji X wj. (2.145)
with w; being the angular velocity of particle 4, and b;; the branch vector from the centre of particle
1 to the contact point:

bi; = —(ri — 63;/2)ny;, (2.146)

The tangential displacement is slightly more complicated compared to the normal displacement, since
it cannot be computed directly from particle positions and sizes. Instead, the tangential displacement
is set to zero the moment two particles first touch, and its value is updated every timestep as the
contact endures, given the relative tangential velocity of the particles. This is described by the simple
ODE: . . X
% — vt _ (5ij ‘Vij)nij'

2.14
dt K Tij ( 7)

Since the last term in equation is perpendicular to the tangential direction it has no contribution
to the magnitude of the tangential displacement, it only rotates it to keep it tangential. This however
would allow two particles in contact to ‘wind up’ the tangential spring infinitely, which is not physical.
Real particles will start slipping when the ratio of the tangential and normal force becomes larger than
the particle contact friction coefficient, u?. Therefore a yield criterion for the tangential spring is used:
the moment that ‘ffj| > uP ‘ff;’ the magnitude of the tangential displacement |52j| is truncated such
that the yield criterion ‘ffj’ = uP ‘fm is satisfied. Now, with the force exerted by particle j on particle
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i defined, one can construct the total force f; (where gravitational acceleration is included as a body
force) and torque q; on particle i:

J=1,j#i
N
j=1j#i

Finally, Newton’s second law is used to describe the rotational and translational degrees of freedom
for particle i as a result of the forces and torques acting on it:

a2,
mid—; —f, (2.150)
& _ o (2.151)

2.4.2 Contact laws for bi-dispersed flows

Since this thesis focuses on bidispersed flows it is important to define how the two species differ from
each other. In this research the focus is on size-segregation, therefore the goal is to make the two species
as equal as possible in every aspect other than their size. Like stated in the section on contact laws
there are several particle properties which determine the way two particles in contact behave. In
the contact model used there are two key quantities defining the contact behaviour during a collinear
collision, being the collision time t. and the restitution coefficient e. The collision time is the duration
of a normal (collinear) collision, and the restitution coefficient gives the ratio of the (normal) velocities
of the particles before and after the collision. Both depend on the normal contact stiffness k", the
reduced particle mass m;; and the amount of damping applied 4". As described in [14] these quantities

are given by:
s
kn
\/m” ( 2mi; )

e =exp ( 5 tc> , (2.153)

U

t —

(2.152)

Where: m;; :% (2.154)
my m;

Next to the collisional timescale there is another important timescale to consider, being the gravitational
timescale t4. This t; denotes the time it takes a particle to fall down its own diameter due to gravity:

d
ty=4/= 2.155
9=\ (2.155)

Furthermore, it is important to note that these stiffness, reduced mass and damping variables are
properties of the contact, and not of the particle itself. In a bi-dispersed system there are three
types of contacts, being small-small, large-large and large-small. For all contacts the spring-constant
and damping have to be defined, both in tangential and normal directions. First for the small-small
and large-large contacts. The particle properties are set such that a 1D system with mono-dispersed
particles of either size would behave the same dynamically. The 1D equation of motion for a single
particle 4 is given by (only normal contacts possible):

. K d; +d; Vi
m—zﬁz (ZCZ‘J‘ - J) +—x” +g. (2.156)

J

Here j iterates over all particles in contact with particle 4, note that the double indices indicate relative
quantities, i.e x;; = x; —x;. Then dimensionless quantities for distance and time are defined in relation
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to the particle size and the gravitational timescale:

T = diZy,
d; ~
t =4/ —t.
g
Substituting this in the equation of motion:
0?%(d;&; kr d; +d; T Od; T
_OdiE) v (di:zz—j _ Jf:) Lo 0diE (2.157)
d; ~ — 2 m; d; ~
o/ —i J 94—t
g g
If one now assumes a mono-dispersed system it is possible to rewrite (using that for mono-dispersed
d; +d;
= 2 J :dj:dl)

82i‘i dzk‘? - ’Yin d; 65%
o — E gm; (l‘i]‘ — 1) + EQ / ? o7 + 1. (2.158)
j (3 1

So to make two systems behave the same, one has to make sure that this equation is identical for
both systems. For two systems, one with large particles of diameter d; and one with small particles of
diameter dg this gives relations for the spring constants k; and ks, and the damping coefficients ~; and

Vst
d; kl" d k2 k” k"

gmy

W\/‘Tl \/7 = VoI s (2.160)
mpy g

Or in terms of the collision time . and restitution coefficient e:

# = T _ = il = = Vo, (2.161)
2k (of 2k Ve
\/ my (ml ? Mg \/Ems

el =exp <_%ti> = exp <_WS \/Etlc) = exp (—’Ys ti) =e’. (2.162)
my m m

S S

(2.159)

In the bi-dispersed simulations the variables are non-dimensionalised with the diameter of the large
particles:

€Xr; = dli‘i, (2163)

[dy
t =y~ 2.164
p (2.164)

With the equations above it is possible to compute the properties for the small particles that will make
them behave the same as the large particles, but at a different time and length-scale:

_1Ms

K=o (2.165)
W= %\/0—1% . (2.166)
my

Finally also a spring stiffness and damping coeflicient have to be assigned for the mixed collisions.
Therefore one should note that it is necessary to keep the restitution coefficient as well as the ratio
between the gravitational time and the collision time constant for all collisions:

ef =el =¢l* (2.167)

[ \/» \/de. (2.168)
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To complete the equations d;; needs to be defined (then it is possible to compute ¢%* and solve for k;, and
vis). The choice for d;s is made based on a geometrical argument. The gravitational timescale represents
the time it takes for a particle to fall it’s own diameter given a certain gravitational acceleration g. For
an agglomerate of a large and a small particle, the average diameter is:

dy + d,
dis = % (2.169)
This gives ¢
dis
s g
the = ¢! (2.170)

c d, .
g

To keep e constant for all types of collisions e;s needs to satisfy:

€ls = exp <2_nzlls tff) = e =exp (;Z;té) , (2.171)
S

mis tl‘ n
- é% . (2.172)

n

Yis = 2

Finally it is also possible solve for kg:

™

the = , (2.173)

n n 2
E, Vs
mis les
Me (Y _ (=Y
Ms s . 2.174
mis <2mls tlcs ’ ( )
2\ 2 o 2
Y =mys | | — s ) 2.175
n—m ((tlcs) +(2mls)) (2475)

dl ds
dl + ds

Note however that this is not a unique choice (we for example could also set djs = ), therefore

the influence of these mized-contact properties will be further investigated in

2.4.3 Time integration

The time-integration of the equations of motion in Mercury DPM is done using a Velocity Verlet
scheme, which is second order accurate in time and has a constant time-increment At. The Velocity
Verlet scheme has the advantage that it computes velocities directly, which are needed to compute the
forces due to damping between particles. First, the half-step velocity is computed from a simple second
order Taylor expansion:

it 4 At/2) = (1) + %i‘i(t)At + O(At?) (2.176)

Next, the new particle positions are computed:
. 1.
ri(t + At) = ri(t) + #(t) At + 5riAt2 + O(AP) (2.177)
Then, the contact laws as defined in are used to compute the forces acting on each particle, which
depend on both the particle position and velocity. The total force acting on a particle then, given the

mass of each particle, gives the particle acceleration. This can be used to compute the particle velocity
at the new timestep:

i (t 4+ At) = 1 (t + %At) + %i‘i(t + At)At + O(At?) (2.178)
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2.5 Coarse graining

One of the key aspects of working with particle systems is the translation from the discrete particle
based data to the continuum domain. To obtain macroscopic, continuous fields from the results of the
DPM simulations a coarse graining method is used, which is thoroughly discussed by Goldhirsch [9],
and extended by Weinhart et al [28]. In its most general form the coarse graining method smooths
out discrete data over space. It will be used to construct continuum fields for quantities like velocity,
density and stress, out of discrete particle quantities like particle-mass, velocity and collisional forces.

2.5.1 Theory

In statistical mechanics the microscopic mass density p™¢(r,t) at a point r and time ¢ is given by:

N
pm%nﬂEE:mﬁ@fn@» (2.179)

In which §(r) is the Dirac-delta function, which ensures that the integral of the density over a volume
gives the total mass in that volume, but it also makes p™*¢ a singular quantity. This singularity can
be overcome by replacing the Dirac-delta with a non-singular ‘coarse graining’ or smoothing function:

N
mnwEE:m@@_mu» (2.180)

To satisfy the continuity equation the integral of ¢(r) over the domain should be unity. Given that
requirement there are still infinitely many possible coarse graining functions, but some are more con-
venient than others. In general a smoothing function can be characterised by a smoothing length or
variance w . This w controls the amount of smoothing applied, and for the limit w — 0 the microscopic
definition is found again. For our simulations a simple Gaussian kernel will be used, which produces

smooth fields:
1 r[?

The continuous fields of interest are mainly the density, velocity and stress fields. The first is defined
above, and the velocity field is defined as the ratio of the momentum and density fields:

N
Momentum: p(r,t) = Zmiviqzﬁ(r —r;(t)), (2.182)

Velocity: V(r,t) = (2.183)
Although it may seem more natural to directly coarse grain the particle velocities (i.e V(r,t) =
va vip(r — r;(t))) the above definition is guaranteed to satisfy the continuity equation. This can
be seen if one writes down the temporal derivative of the density field:

N N
opirr) 0 > miole = (o) = ngtdx —ri(t)). (2.184)

t

This can be rewritten with the chain rule (note the use of Einstein’s summation convention for the
p-index, denoting spatial directions x,y,z):

0p(r,t) _ —Zmi rip ?«5 (r —r;(t)). (2.185)

or;
Now the particle velocity, thﬂ = v;g is substituted:

Ip

N
0 =3 s 2ote ~ o). (2:156)
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Note that both m; and v;3 are particle properties, and do not depend on the spatial coordinate r3, so
the spatial derivative can be brought outside the summation, and the coarse grained momentum field,
p is recovered:

Op(r
ot

N
Do 2 Y mnpote - i) = - 2500, (2.187)

87‘5

Which gives the classical definition of the continuity equation if equation (2.183)) , p(r,t) = p(r,t)V (r,t)
is substituted:

E B 67"5

9 _ _eVs) (2.188)

2.5.2 Coarse grained stress tensor

The coarse graining method has an elegant, analytical definition of the stress tensor, which is thoroughly
treated in [28]. Although the derivation will not be repeated here, it is important to note that the
stress tensor has three different mechanisms which contribute to the stress-field. There is ¢?, the bulk
contact stress, o', the stress due to interactions with (fixed) wall-particles, and o*, the stress due to
velocity fluctuations. It is thus assumed there are two types of particles, being N flowing particles
1,2...N and K fixed base particles N + 1, N + 2...N 4+ K. The stress tensor is then defined as the sum
of its three components:

Oap :025+o$ﬁ+a§ﬁ. (2.189)

The first, the contact stress for the bulk flow particles is given by:

N N 1
026 =— Z Z fijarij,@/o ¢(r — r; + sry;)ds. (2.190)

i=1 j=i+1

Note that as before, r is the position of the coarse graining point, r; is the position of particle i,
r;j = r; —r;, and finally the Greek indices o and 3 denote the component of the specific tensor or
vector. Next, the stress due to interactions with the boundaries is modified in [28] compared to the
definition in [9]. Instead of evaluating the stress along the line between the fixed particle and the
flow particle, it evaluates the stress along the line from the flow particle to the contact point. Let
the contact point between flow particle i and basal particle k£ be denoted as c;x, then the vector a;
pointing from flow particle i to the contact point is defined as:

a;r =T; — Cjk. (2191)

So the definition of 0", the stress due to interactions with the fixed base particles becomes:

N N+K 1
Oap = — Z Z fijatikg / o(r —r; + sa;;)ds. (2.192)
i=1 k=N+1 0

Finally, there is also a contribution to the stress due to the particle velocities fluctuating with respect
to the bulk velocity field. This contribution is given in terms of the fluctuating velocity v}, which is
defined as the difference between the velocity of particle ¢ and the coarse grained velocity field (as
defined in ) evaluated at the coarse graining point r (note that the time dependence is omitted):

vi=v; —V(r). (2.193)

2

Given this definition the kinetic part of the stress tensor is defined as in [25]:

N
Ohp = = D MiligUid(r — ;). (2.194)

i=1

To underline the importance of including the kinetic stress contribution, a comparison has been made
using a steady flow. The system consists of a periodic box as defined in [3:2] and hold 3.000 large and
6.000 small particles with a sizeratio 0=! = 1.26. The friction coefficient ;™ is measured both with
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and without including o*, and the results are depicted in The flow is in steady state, and the
chute has an inclination 6 = 26°.

0.46 : :
pre(z) = —oyt folt
0.458 |- i
—— @ (z) = —al itk fo et
0.456 | , i
avg(u")
0.454 - avg(ut k) 7
tan(6)
0.452 i
3 045f /\/\/\ i
0.446 H B
Y \J
VAR A
0.442 -
0.44 ! ! ! !
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Figure 2.3: DPM results that are coarse grained with w = 0.3, showing p™ = ~ 722 With and without

zz
including the kinetic stress. The red and purple curves are the averages of respectively the blue and
green profiles.

Examining figure it is clear that with the inclusion of the kinetic contribution to the stress
tensor the measured friction coefficient pu™ is approaching the steady state value of u = tan(f) much
more accurately. Therefore all coarse grained stress fields will include this kinetic contribution.

2.5.3 Spatial averaging

Since the flows considered in this work are always uniform in one or more directions it is possible to
improve the quality of the coarse grained statistics by averaging over those directions. For instance, all
flows considered are periodic in y-direction, so the y-dependence can be averaged out in the statistics.
The coarse graining method as described in the previous section allows for a relatively simple analytical
derivation of spatially averaged fields due to the usage of the Gaussian coarse graining kernel. Let for
example the density field averaged in y-direction in the domain y € [yg, y1] be defined as:

00 0o N
(o, 2,1)), = | ooay = [ S o -nd. (2199

Y1 =Y J- Y1 — Yo

Note that since the coarse graining function can be non-zero throughout the entire domain (and the
Gaussian indeed has this property) it is needed to integrate from minus infinity to plus infinity to
satisfy mass conservation. This integral however is divided by the length of the averaging domain,
being y; — yo. Next ¢ is replaced with the Gaussian, and of course it is possible to write r and r;
explicitly in terms of x,y, 2:

1 e~ 1 ROl
iz, z,t)>y a Yo /—oo ;mz (\/ﬂw)?’ P ( 2w? ) W (2.196)

Y1 —
N

/Oo Zmi(\/%w)3 exp (—(m o)t (y;w@;” = z) ) dy.  (2.197)

x,2,t)), =
(o )>y Y1 — Y% J -
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Next the order of summation and integration can be switched and the terms not depending on y can
be factored out:

(p(z,2,1)), = m iyo o va exp < x— xi)z;(z - zz—)2> /0; e ((3/211)7»';)2) dy.
(2.198)

The integral on the righthand side can be thought of as the surface of the one-dimensional (non
normalised) Gaussian. It can be computed with a simple change of variable:

u(y) = \/;uyj, dy = V2wdu, (2.199)

/00 exp (_(y—yz)2) dy = /HU(OO) exp(—u?)V2wdu = V2w /00 e~ du. (2.200)

—o0 2w? (—o0) —o0

This integral is known as the Gaussian Integral, and it is equal to /7, so the integral becomes:

/Oo exp( (v — )" )dy = V2rw. (2.201)

. 2w?

Which can be plugged in (2.198)):

r — Z; 2 z— Z; 2
(p(z,2,t)), = ! 2rw) Zml exp( ) +2( ) )\/ﬂw, (2.202)

Y1 — Yo ( 2w

(p(x,2,1)), = ! T2 X:mz exp ( vow) + (2= ) ) . (2.203)

Y1 — Yo ( 2w?

So in the end, the result of averaging out the y—direction is that the prefactor for the coarse grained
density field is changed, and that the distance between the particle ¢ and the point r in the exponential
is now calculated without including the y-direction. Since also flows which are uniform in the z-
direction will be considered, often statistics averaged in both x-and y-directions are used. Being just
a repetition of steps the entire derivation is not repeated, it can easily be seen that the density field
averaged over both x € [xg,z1] and y € [yo,y1] is given by:

B 1 R (2 — 2)?
(G D)ey = )@ —20) varw ;”““p( ) (2204

2.5.4 Smoothing length w

As most smoothing methods the coarse graining method has a characteristic length scale w, which
determines the amount of smoothing applied. This w should be chosen such that smooth continuous
fields are found, but interesting ‘small’-scale phenomena are not completely smoothed out. Figure 2.4]
shows the influence of w on the density profile for a flow of height 12d;.
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Figure 2.4: Profiles for the density field divided by the particle density, for various coarse graining
widths. For w < 0.5 the microscopic layering effects are clearly visible, and for w > 0.5 macroscopic
gradients are smeared out.

From figure [2.4]it can be seen that for w > 0.5 the macroscopic gradients are affected by the coarse
graining, which is undesired. Also, for w = 0.1 the statistics gain a significant amount of noise. For
w = 0.3 the statistics are smooth and still show the layering at the bottom layers. Therefore, unless
stated otherwise, all coarse graining statistics in this research will be done with w = 0.3, which is 30%
of a large particle diameter. Finally, since the infinite reach of the Gaussian kernel is a severe hit on
computational times (since for all coarse graining points r, all particles have to be summed over), a
cutoff-length is implemented. A coarse graining point r only considers particles which are within bw
of that point. Since the averaging volume is corrected for this step, it does not introduce a syptematic
error, it merely reduces the quality of the statistics (i.e the number of particles each point computes
statistics over).

2.6 Flow height and Froude number

Although not directly obvious, one of the first problems one encounters when dealing with chute flows is
the definition of the flow height h. Since the flows move over rough bottoms (made out of fixed particles)
the exact z-location of this bottom is not clearly defined. Also the free surface of the flow has this
problem, making the definition of the flow-height A rather cumbersome. First, a simple approximation
of the flow height is given, which assumes that all particles are on a rectangular grid. In this way,
since the large particles have unity diameter, they contribute a volume of a cube of 1 x 1 x 1 to the
total occupied volume V;,tq;, and the height of the flow for a rectangular domain of 0 < z < 20 and
0 <y < 10 is given by:
h _ Vvtotal _ Vl/77 _ Nl
GPPTOT T Area  Area  200m

This approximated height will often be used to characterise a flow, since the real height is not known on
beforehand (it depends for example on the velocity of the flow). To compute this real height however
there is an elegant solution if it is assumed that the density p is constant in z-direction (within the
flow), and that the downward normal stress o, is lithostatic and thus balances the force resulting from
gravity. In this way the downward normal component of the stress tensor is given by:

o (z):{pgcos(e)(h—z), f0<z<h

(2.205)

. (2.206)
0, otherwise

Such that it is easy to integrate o,, over the entire z-domain:

Gon = /Z 0:5(2)dz = /Oh 0..(2)dz = {pg cos(0) (hz - Z;)]: = pg cos(&)h;. (2.207)
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In a similar fashion one can integrate the density field over z:

0o h
p= / p(z)dz = /0 p(z)dz = ph. (2.208)

—0o0

Now equation (2.207)) and (2.208]) can be combined into an expression for the flow-height h:

6.. _ pgcos()  gcos(0)h

= o, (2.209)
2 6'22

= 2.21

gcos(@) p (2:210)

Since the depth-integrated variables (p and &) differ only with a constant pre-factor from the averaged
(depth integrated) coarse grained quantities defined in (2.195) it is possible express the flow height in
terms of spatially-averaged coarse grained quantities:

2 t
h= (022(2,8)), (2.211)
geos(0) (p(z,1)),
Note that for the ratio of two spatially averaged coarse grained fields, the averaging intervals cancel
out, therefore, for example the depth-averaged velocity in x-direction becomes:

(Pa) .
(.~

With both the flow-height and the depth-averaged velocity available the Froude number can be defined

as: (combining equation (2.116) with (2.211)) and (2.212))):

u =

(2.212)

F(x,y,t)

S Vaes@h o). i
(o(z1)),

In which (p,), denotes the depth-averaged momentum in z-direction, and (p), is the depth-averaged
density Note that one can of course also average over the z-and y-direction for steady flows, which
means actually all spatial dimensions are averaged over:

<p$>:cyz
(P)ay:

<022>zyz

(P) 2y

F(t) = (2.214)
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Chapter 3

Simulation setup

In this chapter the numerical DPM simulations that were performed with MercuryDPM will be dis-
cussed. There are steady-state simulations which are performed in a periodic box that is periodic in
both  and y-direction. These are used to construct the hgop, -curves, measuring the stopping heights
for different flows at a range of inclinations. Second, steady flow simulations are performed, to fit the
linear Froude relation for varying n and o. Also the influence of the mixed contact-properties will be
investigated. In addition to the steady simulations, there are quasi 2D simulations, which are done in
a domain that is periodic in y-direction, but not in x. This allows for the simulation of developing
avalanches with a flow-front. First however, the simulation parameters will be discussed.

3.1 Simulation parameters

In this section all parameters needed for the simulations are summarised. The parameters for the
simulations are non-dimensionalised, such that d; = 1, m; = 1, ¢ = 1. This way a flow of height 20 has
a height of 20d; and time is given in nondimensional timeunits /d;/g. As stated the large particles will
have exactly the same properties as the mono-dispersed particles in [27], and subsequently the small
particle properties are set with the relations derived in[2:4:2] Note that in this thesis all quantities will
be non dimensional, so units are omitted. The simulation parameters are listed in table 2.1]

Symbol || Value Description
Pp 4574[3 Particle density
7] 1/2 Large particle radius
Ts ory Small particle radius
uP 1/2 Microscopic particle friction
¥ 50 Normal damping coefficient large particles
o =" =50 Tangential damping coefficient large particles
k' 2-10° Normal spring constant large particles
kf %k? Tangential spring constant large particles
v Defined in Normal damping coefficient small particle collision
o vt =Am Tangential damping coefficient small particle collision
k7 Defined in Normal spring constant small particle collision
k! %k:? Tangential spring constant small particle collision
Ve Defined in Normal damping coeflicient large-small collision
v, e = Tangential damping coefficient large-small collision
k. Defined in Normal spring constant large-small collision
ki, %kl’g Tangential spring constant large-small collision
g 1 Gravity (direction varies with chute-angle 6)
At At & te jarge/50 = 1- 10~ | Time integration timestep

Table 3.1: Particle and contact properties

Note that the contact properties for the large particle are chosen to resemble the experiments from
Silbert et al [21], similarly as in [27]. In the experiments in [21I], glass beads where used, with a
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dimensional diameter of d* = 0.lmm, which gives a dimensional timescale of t* = QO;Q;TZ = 3.2ms.

The dimensional velocity then becomes V* = /d*¢g* = 0.03lms~!. This being merely an example
how to translate the non-dimensional results to dimensional quantities, in the rest of the thesis the
nondimensional units will be used.

3.2 Simulations in the periodic box

In a similar fashion as in [27], the research will start with the simulation of a periodic box, depicted
in figure @ First goal of this simulations is to obtain the hgp -curve for bi-dispersed flows, which
relates the height of the flow (in z-direction) to the chute-angle at which the flow arrests. It was found
in [7] that this hgsop -curve can be used to derive a friction law to be used by the depth-averaged
shallow-layer equations. Secondly, steady flows are needed to verify the applicability of the flowrule
for u(F,h) to bi-dispersed flows. As in [27], MercuryDPM will be the simulation package of
choice for the simulations, and a coarse-graining method is used to obtain macroscopic fields from the
DPM-simulations, as described in [2.5]

Figure 3.1: Periodic box for steady flow simulations, the colorcode shows the velocity of each particle,
with blue being the slow particles and orange the fast particles.

The simulation domain is periodic in both the x and y directions, meaning that particles leaving
the domain on one side flow back into the domain on the other side. This periodic behaviour allows to
simulate steady flows with much less particles than a full 3D flow (it can be thought of as a simulation of
a small part of an infinitely wide and long steady chute flow that is uniform in both z-and y-direction).
As opposed to the mono-dispersed flows considered in [27], here bi-dispersed particles are used, with
radii 7i4rge and rgmau. The direction of gravity is rotated to simulate different chute inclinations.
Note that the z-direction is always perpendicular to the chute. The bottom itself is made out of
fixed particles, which have the same size as the small particles, as explained in [3.2.2} Since in general
small particles will go to the bottom of the flow, this way the size ratio between the flowing particles
colliding with the fixed bottom-particles will equal unity (equivalent to A = 1 in [27]). The size of
the periodic box is equal to that of the box used in [27], i.e 20x10 large particle diameters in = x y.
To characterise a flow, often the approximated height will be used (as defined in ), combined

with the chute-inclination 6, the large particle volume fraction n (2.126)) and the particle size ratio

o = Lsmall
Tlarge
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3.2.1 Dy, -algorithm

Goal of this part of the research is the obtaining of the hg,p -curve, the demarcation line between the
flowing-regime and the arresting-regime. The angle at which a flow of height & arrests is found by a
simple iterative algorithm. The algorithm starts from a flowing steady state, and iteratively decreases
the chute inclination # until flow arrests. The complete flowchart is printed in figure [3.2] and the
symbols used are clarified in table Walking through the flowchart from the top, the algorithm
starts with the generating of a steady flow from which the iterations can be started. This involves
inserting the particles in a specific large/small mixture and setting the angle of the chute such that the
flow will converge to a steady flowing state. Since the initial flow needs to be steady, one has to wait
until both the segregation and the kinetic energy of the flow have steadied out. These two time-scales
are studied more in-depth in [3.2:3]

When a steady initial flow is generated the simulation is started and runs for ¢g,,qtion time units,
after which the resulting flow is identified as either flowing or arrested. This is done based upon a
minimum kinetic-energy criterion, if the kinetic energy of the flow is below a certain critically low
value it is considered to be arrested. When a flow is in the flowing state, simulation is continued in the
right branch of the flowchart, in which the angle is saved to 60w, which represents the lowest angle at
which there is a flowing state. Next, the chute inclination is decreased and simulation is continued for
tauration seconds. If the flow has arrested the angle decrement A is reduced, and if the stop condition
is not yet satisfied the simulation is restarted from the last flowing-state (6;0,) and then the angle is
reduced with the new (lower) angle decrement. The stop condition checks whether the angle decrement
is above a certain threshold A6,,;,, if the angle decrement gets below this threshold the simulation is
stopped and the arresting angle ., is saved. Therefore Af,,;,, determines the accuracy of the hsop
-algorithm.
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Create steady flow with Ny, N; particles, at angle 6 = g4

\7

Angle-step: Af = 1°

\2

) Simulate gyuration seconds (
Yes No
Decrease angle-step: Af = A0 Save flowing-angle: 60, = 6

Stop condition: A8 < Abin

\2

Decrease chute angle: 6 =6 — Af

2

Continue simulation

Restart from last flowing state 0704

2

Decrease chute-angle: § = 00, — A6

Return arresting angle: Ogi0p = 0f10w

Figure 3.2: hgsop -algorithm flowchart

Symbol

Description

N
Ny

0
Gstart
estop

Af

tdu'r‘ution

eflow

Number of small particles

Number of large particles

Chute inclination

Chute inclination at which the initial steady
flow is generated

Lowest chute inclination at which steady flow
is possible

Decrement with which the chute inclination
will be lowered (starting at Ogpqrt)

The amount of seconds that the chute will be
held at 6, after which it is checked whether the
flow has arrested or is flowing.

The minimal decrement for 0, if it is reached
the algorithm is stopped. Hence, it controls
the accuracy with which 6., is obtained
The lowest inclination at which there is steady

flow

Table 3.2: Symbol table
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3.2.2 Initial packing and generation of the rough bottom

As pointed out in the previous section, simulations are started with a ‘steady’ flow. In this section the
process of obtaining this flow is discussed. First of all, the bottom of the chute has to be constructed,
which consists of fixed particles of radius rsmqi. The bottom itself is created by filling the periodic
box with small particles, with the chute angle set to zero. After some time a static packing will form,
from which a slice of particles of approximately three particle diameters thick is cut out. This slice is
then moved down in z-direction, such that the centre of each particle is below z = 0. This way a rough
bottom is constructed. Now for the initiation of the flow, the chute is set to an angle which is known to
be in the flowing regime. Next, the particles are inserted in a completely segregated packing from the
bottom up. This is done as follows: the particle insertion algorithm starts at the bottom, at z = 0. It
generates a random position in the zy-plane, and checks whether it can insert a small particle without
it overlapping with another particle. If it can, the particle is inserted and then it tries to insert the
next randomly positioned particle. If however, the particle overlaps with an already existing particle
the insertion is rejected and the zy-plane is moved up a distance Az. When Ng,,q particles are
inserted, the algorithm continues with the large particles. The particle insertion algorithm is written
out in listing Algorithm [I} Note that this way the initial packing is almost perfectly segregated, i.e all
large particles are on top of the small particles. The packing however is less dense then the random
packing density, so the particles will compact (i.e fall down) a little when simulation is started. This
will introduce some kinetic energy and immediately diffusion will cause some mixing of the two phases.

Algorithm 1 Initial particle insertion
Require: Nygrge, Nomair, Az
count = 0, insertionHeight = 0
while count < Ngpqn do
position.x = rand([zm, xmazx])
position.y = rand([ymin, ymazx))
position.z = insertionHeight
if isInsertable(position, rsmau) then
insert Particle(rsmair, position)
count = count + 1
else
insertionHeight = insertionHeight + Az
end if
end while
count = 0
while count < Njgpge do
position.x = rand([xm, xmazx))
position.y = rand([ymin, ymazx))
position.z = insertionHeight
if isInsertable(position, rigrge) then
insertParticle(rqrge, position)
count = count + 1
else
insertionHeight = insertionHeight + Az
end if
end while

3.2.3 Steady flow generation

In the hgtop -algorithm described steady-flows are considered, meaning that the flow features
do not change over time. In the simulations this mainly concerns the kinetic energy of the flow and
the segregation profile. Since the simulation starts with perfect segregation, i.e a pure phase of large
particles on top of a pure phase of small particles there will be some mixing of the two phases due
to diffusion as kinetic energy increases. Also the particles are inserted with zero velocity, and they
fall down and accelerate until the flow reaches the steady velocity (i.e the gravitational acceleration is
balanced by the drag generated by the rough bottom and the friction of particle-particle collisions).
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As mentioned in the rate of segregation strongly depends on the size-ratio o, and the time it takes
for the kinetic energy to steady out strongly depends on the number of particles. Now since the flows
need to be steady as a starting point for the Ao -algorithm, it is important to know how long it takes
until a flow is steady. As a measure for the steadiness of the flow kinetics it is easiest to look at the
total kinetic energy, and for the segregation the ratio between the centre-of-mass of the large and small
phases is a nice measure (equation (2.128)).

14000 = = 0.45
13000 =
12000 f=
11000 f=

10000 |=

=
> 0.4
ST 9000 f
"}’ 1 e e OV
o0 go00 | Kinetic energy
)
m’: 7000 —5 = COA’[sma/l/OO]W/argc [@p]
Q6000 ——5=1/3
8=
SR .
£ H0.35
=< 4000
O ———— — e e e e e e e e e e
2000
1000
0 1 1 1 1 1 1 1 1 1 0.3
0 200 400 600 800 1000 1200 1400 1600 1800 2000

Time (s)

Figure 3.3: Developing segregation and kinetic energy profiles for a flow of height 10, with equal volume
for the large and the small phase (i.e 7 = 0.5). The chute inclination was § = 24° and o~ ! = /2.
Initially the flow was completely segregated, which gives S = 1/3, marked by the red dotted line. Over
time however the diffusion will cause S to increase, with a perfectly mixed flow being S = 1.

In figure both the kinetic energy and the ratio between the centre-of-mass of the large and small

phases are graphed for the first 2000 seconds of a developing flow. The dotted red line marks the ratio
COMsmall

COMlarge
(diffusion) continues such that the ratio of the centre of masses increases (small particles going up,
large particles going down). Also it should be noted that the kinetic energy converges to the steady
regime much faster than the segregation, which raises the question whether it is actually necessary to
wait for the segregation profile to become steady. This will be further assessed in section
Another important time-scale effect can be seen in figure 3.4 In this figure the total kinetic energy
of a flow with 4,000 large particles and 8.000 small particles is shown, which was initially flowing at
a 20° chute angle. At t=0 the chute-angle is decreased to 8 = 19°, and the flow can be seen slowing
down and going into another steady flowing state. However, the flow suddenly arrests at ¢ = 650 s.

= 1/3, which is the case for completely segregated flow. As time progresses the mixing

34



I T T T
10° - g
N
104 - 4
10° - i
102 -
& 10 -
g
=
2 10° -
g
K]
% 1071 -
1072 -
1073
1074
1075 ¢ | | ) . | ) . . \
0 100 200 300 400 500 600 700 800 900 1000

Time

Figure 3.4: An apparently steady flow with N; = 4000, N, = 8.000 and ¢~ ! = {/2 at a chute of
inclination # = 19°. The flow first reaches a meta-stable state (300 < t < 600) and then suddenly
arrests.

This shows that the simulation timescales have to be picked carefully, since apparently steady flow
might arrest when simulated long enough. Due to the nature of the hg,)p, -algorithm however this is not
likely to be a problem, since the simulation is always continued from the last flowing state, such that the
final, minimal flowing angle is in fact one long simulation. The nice thing about the Ay, -algorithm
is that statistics of flow variables are not needed (i.e no density, stress and velocity profiles), one only
needs to assess whether the flow has arrested, which can be seen from the total kinetic energy and is
computed directly within Mercury DPM during the simulation, removing the need for (post processed)
coarse grained statistics. For the next step, the fitting of the Froude flowrule to equation (2.117)) the
depth-averaged velocity and the height of the flow are needed (equation and (2.211])), which
are extracted from depth averaged, coarse grained statistics as explained in section Also, to verify
whether the friction coefficient 1(F,h) resulting from the flowrule (equation (2.123)) is correct, the
stress tensor needs to be computed, so it can be compared with 4 = —0,,/0... To obtain statistics,
steady flows are generated and time-averaged statistics are computed over 1.000 timesteps spanning
100 time units.

3.2.4 Mixed contact properties

In relations for the contact properties for contacts between particles of the two different species
have been derived. As stated however the definition of these mixed properties is not unique, and
based on a (natural but arbitrary) geometrical argument. Therefore it is necessary to investigate the
sensitivity of the obtained results to these mixed contact properties. In this section simulations will be
set up to compare the influence of this contact properties with the influence of the initial conditions
of the flow, the latter meaning a different base and different initial particle positions, which is a result
of using a different random seed in the generation of the base and initial particle packing. In section
expressions have been derived for the spring-stiffness & and damping-constant - of a contact in
both tangential and normal directions:

ot =2 by, 1)
. [\ o\

b = ((t) + (o) ) &

s = oo (3.3)

ki, = %kﬁ (3.4)
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Note that the tangential properties are set in agreement with [27]. Due to the way the contact properties
are set, it is known that a (normal) collision of two large particles has a longer collision-time than a
collision of two small particles. Therefore, for a collision of two differently sized particles the collision
time t/* has a lower-bound t$ and an upper-bound t., i.e t5 < t* < .. So to investigate the sensitivity
of the choice for ¢, simulation results with ¢} set to its minimum (#) and maximum (t.) can be
compared. Since a DPM simulation is a chaotic system (i.e small perturbations can give a completely
different result in terms of individual particle positions and velocities), it is necessary to look at time-
averaged quantities (e.g the total kinetic energy of the flow and the centres of mass for both species,
a measure for the segregation). These quantities are compared to simulations for which the initial
particle packing (different initial positions and different base by using a different random seed) and
the initial segregation state (normally graded vs segregated) are changed. This gives eight different
simulations:

Simulation 1123|456 |78
Mixed collision time ' e T [ e e et
Initial state (S=perfectly segregated, N=normally graded) | S | S | N | N | S| S |N|N
Random seed 1121112 |1]2]1]2

Table 3.3: Mixed contact property test simulations

The simulations each contain 1.000 large particles and 2.000 small particles, with a size-ratio c~! =
{/2, giving n = 0.5, i.e the large and the small phase have equal total volume. The height of te
flow is approximately 10 large particle diameters, and the chute has an inclination of § = 24°. All
simulations are run for 4000 seconds, allowing to reach a steady state, which can be seen from the
evolution of the total kinetic energy (Figure and the centre’s of mass for both species (Figure .
Also visible in the kinetic energy plot is the difference between the initially segregated flows and the
initially normally graded flows. For the latter all large particles start at the bottom, and have to travel
all the way up to the top half of the flow. This explains the ‘lag’ in the development of the steady state
for the kinetic energy. The segregating behaviour can be seen even better when looking at the centre
of mass (COM) for both different species, shown in figure Two distinct paths are clearly visible,
the initially normally graded flow for which the COM-profiles cross at approximately t=500s, and the
initially segregated flow for which the COM’s move slightly towards each other over time, which is due
to the diffusive mixing of the flows (initially they are completely segregated). As expected however
both initial states converge to the same steady state flow.

Initially segregated flows

o Mﬂ ‘1';»

g

1500 +

7:.

1000 L\t

Ekin

Imtlally normally graded ﬁows

1 1 |
0 500 1000 1500 2000 2500 3000 3500 4000
Time

Figure 3.5: Total kinetic energy for all eight test simulations. The kinetic energy for the initially
normally graded flows develops much slower than for the initially segregated flows. This is due to the
segregation, which takes much longer than the development of the kinetic steady state.
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Figure 3.6: Centre of mass for both large and small species, for all eight test simulations

From the figures above it can also be observed that there are no large differences between the flows
with different mixed contact properties or random configurations (Note that all eight simulations are
plotted, but since all profiles are on top of each other a legend has been omitted). A more quantified
way to compare the influence of the different random seeds with the influence of the mixed contact
properties is to look at the time averaged kinetic energy for the different simulations. If now the
simulations are grouped by either their random set or by the mixed contact properties, then the
average kinetic energy for such a group can be compared with the average kinetic energy of all groups,
to compare the influence of the random-seed with that of the mixed contact properties. Let E}, be
defined as the time-averaged kinetic energy of the last 1.000 dimensionless seconds of simulation ¢ from
table [3.3] then the total average kinetic energy for all simulations is defined as:

8
1 )
Efotal — 3 > Ejy, =1.2928 - 10° (3.5)

kin
i=1

Now the relative difference between the total average and the average kinetic energies for the groups
based on either the random seed or on the mixed contact properties is given by:

Different random seed: (3.6)
El» E3» ES' E74
|Elt€‘?tal _ Eli%_andomll ‘Eltc%zal _ Zkin + kin 1_ kin + kin ‘
. in in _ _
Set 1: e — T —0.0257,  (3.7)
m wm
E? +Ef +FES 4+ ES
|E’ici’flal B E’ﬁglndomQ ‘Eltc?;al _ kin kin 1 kin kin ‘
Set 2: ot = o —0.0257.  (3.8)
kin kin
Different mixed contact properties: (3.9)
total n ‘thtal _ Eézn+Eizn+Egzn+Eézn‘
Set 1 (1 = rl)y: i~ Bidn| _ ki 4 = 0.0056,  (3.10
€ ( [ C)' Etotal - Ftotal o ) ( ’ )
kin kin
|Etotal Ets | ‘Eiotal _ Elfc)zn + Egzn + EIZzn + El%zn ‘
: — < in
Set 2 (tl = ¢3): Zhin_— Zkinl _ 4 =0.0056.  (3.11)
B B

Clearly, the influence of the initial random positions is larger (though still small) than the influence
of the mixed contact properties. This supports the conclusion that the choice of the mixed collision
parameters is of minor influence on the behaviour of the system as a whole.

Finally, also the influence of both parameters on the velocity profile of the flow in z-direction is
analysed. This profile is obtained by the coarse graining method as described in 2.5] and averaged
both spatially (in z and y-direction, using 1.000 coarse graining points in the z-direction) and in time
(over the last 1000 time units). To show the influence of the different parameters (mixed collision
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Velocity

(a) 2z-momentum profiles for different ¢L* and different runs

properties and random initial conditions) the four profiles for these parameters are plotted. Note that
this means that each velocity profile is the average of four simulations, so if v;(z) is the velocity profile
as a function of z belonging to a simulation ¢ from table the four different averaged samples are:

1
Random set 1 : v, = Z(vl + v3 + vs + v7), (3.12)
1
Random set 2 : vy, = Z(’Ug + vy + v + vs), (3.13)
1
tlcs = ti D Vaug = Z(’U1 + vg +v3 + 1)4), (3.14)
. . 1
=15 gy = Z(% + vg + v7 + vs). (3.15)
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Figure 3.7: Profiles showing momentum in a-direction, for different ¢'* and different random sets

First of all, in figure [3.84]it is clear that the velocities all match to the same profile, so the influence
of both parameters is small. If one zooms in on the plot, as in figure [3.8bit can also be seen that in fact
the difference in the average velocity for the different random initial conditions is more pronounced than
the difference between the two different mixed collision properties. This is in line with the comparison
based on the kinetic energy . Also, Silbert et al [2T] found that the depth velocity profiles vary
only slightly when the normal spring constant for a contact was varied over as much as two orders of
magnitude. This shows that the system is not sensitive to the choice for the mixed collision properties,

and thus the definition from [2.4.2] can be used.

3.2.5 Varying volume-ratio 7

To study the influence of the relative volume fraction of the large phases n on the friction
law, this ratio is varied over a range of values. Note that with 1 known, the volume of large and
small particles is known. So, it can be thought of as a concentration, describing the relative volume
of the both phases present in the mixture. This is an important parameter, since different parts of
a developing bi-dispersed chute flow will have different mixtures (i.e only large particles in front, a
mixture in the steady bulk, and the transition in between). From literature ([29], [I8]) it is known
that this parameter will affect the frictional behaviour of the flow. So if one wants to use steady state
results to predict properties of the chute flow, then one needs steady state results for the different n
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regimes in the avalanche. Therefore simulations with five different values for n will be compared:

71 = 0 (only small particles) (3.16)
ne=1/4 (3.17)
13 = 1/2 (both phases equal in volume) (3.18)
ni = 3/4 (3.19)
75 = 1 (only large particles). (3.20)

This will give an idea of the effect of the different mixtures on the behaviour of the flow. Note that
the extreme cases 7 = 0 and 7 = 1 have particles of only one size (except for the bottom particles,
which are always of radius rgmqi). Next the size ratio o needs to be set for this case. There are two
important effects playing a role here, first of all, as stated, the segregation features are more pronounced
for higher size ratios thus: faster segregation rates and a sharper segregation in the steady state. Note
that for o > 2.5 additional physics start playing a role, since then small particles will be able to reside
in between the gaps of the large particles [23]. Second, a higher size ratio increases the computation
time, since there will be more (small) particles needed for the same flow-height (since the diameter of
the large particles is fixed at unity). Therefore o is set based on the steady-state segregation profiles
in [23], such that there will develop an (almost) pure layer on the top and bottom of the flow and the
segregation will be clearly visible. Following this argument the default size ratio becomes o = {’/m,
such that for small and large phases of equal volume (n = 1/2) one gets:

Nlar e 1-— n
Nyman = —2ree 2~ 1 3.21
§= (3.21)
Tsmall = OTlarge = \3/ 1/2Tlarge ~ 0.397. (322)

3.2.6 Varying size-ratio o

Another key parameter in bi-dispersed flows is the size ratio o (2.125)), which relates the diameters of
the large and small particles. The effect of this parameter on the hgto, -curves will be investigated by
varying it over a range of values:
—1 dl 3
oTl=—¢ [1.1,V/2,1.5,2] (3.23)
S

Note that the second o~! is the choice 0~ = /2 ~ 1.26 of the previous section, which makes the
volume of a small particle half that of a large particle. For this case the volume fraction ratio is fixed
at 7 = 1/2, this way the segregation interface is nicely centred in the middle of the flow.
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3.3 Quasi 2D simulations

The ultimate goal of this research is to use the Pouliquen friction law to predict the friction for non
steady, non uniform chute flows. However, particle numbers for full 3D chute flows would be far
greater than the maximum number of particles that is feasible to simulate with a non-parallel code
on the computers presently available (the upper limit is approximately 10 flow particles). Therefore,
a compromise is sought, in which the periodicity in the z-direction is removed, but the flow remains
periodic in y-direction. This means that this quasi 2D flow does develop a front, with the accompanying
segregation features (i.e large particles will accumulate at the front), but it will not be able to develop
any gradients in the y-direction. The bottom is taken from the periodic box simulations, and then
copied a hundred times in z-direction to create a chute of 2000 units long. The chute is fixed at an
angle of # = 24°, and the particle size ratio is set to o~! = /2. An example snapshot of such an
avalanche is depicted in figure [3.8] in which the inclination is not shown. Also, it should be noted that
the markers represent particle positions, and not shape, since the aspect ratio of the plot is far from
unity the spherical particles would look like extremely squeezed spheres.
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Figure 3.8: Example quasi 2D avalanche with particle positions and flow-height computed from equa-
tion . The chute-inclination 6 = 24°, p? = u7’/2 and the inflow has a height of approximately
15 large particle diameters. The snapshot is taken at ¢t = 800. Note that the vertical axes is stretched
by approximately a factor 40.

Please note the extreme aspect ratio of the plots for the rest of this thesis, the avalanches are
long and shallow, which is not directly obvious from the pictures. The typical height of the avalanche
is approximately 10 large particle diameters, whereas typical lengths are of the order of 1.000 large
particle diameters. For reference a snapshot of the avalanche depicted in figure with equally scaled
z and z-axis is plotted in figure [3.9]
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Figure 3.9: Flow snapshot with a equal axis scaling. Since this is the same snapshot as in figure
the shallowness of the flow becomes obvious

It is evident that graphing the flows in their real aspect-ratio is not feasible. In the following
sections the simulation of these quasi 2D flows will be discussed. The evolution of flows like these
depend heavily on the way the inflow particles are generated, which is discussed in section Also
the particle friction coefficients of the two different particle types play an important role, which are
treated in m Finally, the unsteady nature of the avalanches complicates obtaining statistics (i.e,
time-averaging is no longer possible), which is dealt with in section

3.3.1 Inflow

Whereas the generation of steady flow for the periodic box is just a matter of waiting until the flow
features have steadied out, the generation of a steady inflow for the quasi 2D avalanche has a bit
more to it. A classical approach would be to simulate a hopper, i.e a big bucket filled with particles
which flow out through a funnel and thus ensure a constant supply of material. Making this inflow
steady however is not easy, since the flow will only be steady far from the inflow. This is because also
inside the hopper there will be segregation phenomena, and hence the mixture is difficult to control.
Therefore a trick is being used; since a steady state periodic box is already available, particles are
simply allowed to flow out of the box when they reach the periodic wall at = 20, but also a periodic
copy back to the back of the periodic box is made. This splits the system in flow particles, that have
flown out, and inflow particles which are inside the periodic box. Now it has to be made sure that
flow particles don’t interact with periodic copies of inflow particles, since the moment a inflow particle
becomes a flow particle, it will have 100% overlap with the periodic copy of the inflow particle from
which it originates, which of course is un-physical and would cause the system to explode. Given this
limitation (which is countered by a simple check in the collision check routine of Mercury DPM), this
type of inflow has proven to be very stable and effective.
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Figure [3.10] shows the inflow for two different snapshots. Note the different scales for the x-and
y-axis, therefore the particles are not correctly sized, they are just simple markers for the positions and
sizes of the particles. It is possible however to see how the inflow over time develops a steady avalanche
flow. For all quasi 2D avalanches the volume fraction for the inflow domain is fixed at n = 0.5, note
however that since the flow is segregated and the upper half of the flow is faster than the bottom half,
this causes the number of large particles entering the domain to be much higher then the number of
small particles. This is also clearly visible from figure [3.10

3.3.2 Particle friction

In nature and industry avalanches show specific features which are the result of the large particles being
relatively ‘slow’ compared to the small particles. Due to segregation the large particles get transported
to the front of the flow, where they will slow down and get recirculated as the avalanche flows over
them. From literature [I8] it is known that to have pronounced segregation effects, the particle friction
of the large particles should be high compared to that of the small particles. For example for mud-slides
this is often the case, large rocks are rougher (less spherical) than small pebbles. To investigate this
roughness effect, two different systems are simulated in which the particle friction coefficients of the
two different phases are changed (large and small particles). In the first system both the small and
the large particle friction coefficients (u? and p) are kept constant at p2 = uf = 0.5. For the second
system however the particle friction for the small particles is reduced, effectively making the large
particles relatively frictional. The values for the system with reduced friction for the small particles
are:

pP =05, (3.24)
P = 0.25, (3.25)

P = 0.375. (3.26)
ls

Hence the particle friction for a collision of a small and large particle 47, is set as the mean of the two
different coefficients.

3.3.3 Statistics

A major complication involving the quasi 2D chute flows, is the fact that it is not a steady system.
With the periodic box simulations, it was possible to improve the statistics as needed by time-averaging.
With the transient flow-front of the quasi 2D avalanche this is not possible. Even averaging in a frame
moving with the flow-front is no clear solution since the avalanche will develop a head that grows in
time, as more and more large particles will accumulate at the front. Therefore, statistics are computed
from high time-resolution data, and then time-averaged over a short timespan. Given that typical
flow-speeds are of order unity, whereas collision times are of order 1073 (in dimensionless simulation
time units) it is chosen to average over 1.000 timesteps recorded in a timespan of 10 time units. This
way enough data is recorded to get proper statistics, but the front will not be ‘smeared out’ to much,
since the distance travelled by the front in 10 seconds is small compared to the length of the system
(typically a 1.000 units). Omne should also note that due to the aspect ratio of the different figures
printed the front of the avalanche looks rather steep. This is however not the case, the gradient of
the height % is always small, since the flows are very shallow (this can be seen from . Also, for
the quasi 2D avalanche coarse grained statistics will be computed. However, when depth averaging is
applied (which still allows to compute important variables like the Froude number and the flow-height
as a function of ), the coarse graining width does not effect statistics in the z-direction any more, and
hence w can be increased. Since the z-direction has a length of typically 1.000 units, even with w =5
it is still possible to get statistics with proper resolution. The only drawback of this high value for w
is the loss of observability of oscillations on the particle scale [25].
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Chapter 4

Results

Having established the necessary theoretical base in chapter [2| and the experimental simulation proce-
dures in chapter [3] in this section the results will presented. The global outline will be the following:
First, a series of hgp -curves will be measured for arresting flows in the periodic box in m These
hstop -curves then are used to check whether the Froude-flowrule (equation (2.117))), which is needed
for the Pouliquen friction law, holds for bi-dispersed flows in section If both the hgtop -results
and the Froude-flowrule are established, the friction law can be used to predict the friction for steady
flows in the periodic box. Finally, the friction law can be used to try to predict the friction coefficient
in a developing, transient quasi 2D chute flow in [£:2]

4.1 Periodic box simulations

In this chapter the results for the bi-dispersed simulations in the periodic-box are presented. First of all
the hgiop -curve itself will be measured in section [f.1.1} for cases with varying 77 and o. To obtain this
curve the hgop -algorithm as described in is used. The stopping angles for flow-heights ranging
roughly from 3 large particle diameters (note: digrge = 1) up to 30diqrge are measured. In addition
to that, every flow-height is ran multiple times, with different initial particle positions and a different
(random) bottom. This ensures the stability of the result. With the hg,, data available, it is possible
to see whether the Froude-flowrule ((2.117))) also holds for bi-dispersed data. This will be treated in
section [I.1.2] In this section also the validity of the friction law for bi-dispersed flows will be tested.
Both the hgop -curves and the steady state Froude simulations will be done for three different cases,
investigating the influence of the bi-dispersity.

System n o Particle friction
1: Varying n nel0,1/4,1/2,3/4,1] | V2~ 1.26 e = py

2: Varying n, p2 < uf nel0,1/4,1/2,3/4,1] | V2~ 1.26 e = put/2

3: Varying o 0.5 ol e1.1,¥/2,1.5,2] | p2=pl

Table 4.1: Simulation system parameters for which hs:p and Froude data will be measured.

The different systems are listed in table [I.1} The first system investigates the effect of the relative
volume fraction of the large particles, 1, while keeping the size ratio constant. The second system does
the same, but with a reduced small particle friction coefficient, which as explained in makes the
segregation features more pronounced. Finally, the third system varies the size ratio o.

4.1.1  hg,p simulations

In this section the obtained A, -curves for the different systems are discussed. They relate the height
at which a flow will arrest to the chute inclination. For each case a set of hgp, -curves is measured,
each characterised by the three fitting parameters A, d; and . First however an example hgzp -run
is dissected and some important points of attention and caveats are discussed in section Next
the fitting method is discussed shortly in section after which the results are printed for the three
different cases.
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Sample run

First an example hgop -run is treated. It consists of the preparation of the initial steady flow, and then
the gradually lowering of the chute angle 6 until the flow arrests. Plotted in figure [I.1] are both the
total kinetic energy of the flow and the angle of the chute versus time for a flow of 3200 large particles.
Since ¢~ = /2, this gives 6400 small particles given that n = 0.5.
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Figure 4.1: Total kinetic energy and the chute angle ffor a sample hgop -run

The first 4.000 time units consists of the preparation of the initially steady flow at § = 24°. Next,
the angle is lowered to # = 20° and simulation is continued, since the flow is still flowing (the red
part of the curve), the angle is lowered again to § = 19.0°, and then again to 6 = 18.0°, which causes
the flow to arrest (the dark blue part, the kinetic energy goes down dramatically). Then the flow is
restarted from the flowing state (0 = 19.0°), and the angle is decreased with a smaller decrement. This
is repeated until a certain minimum angle decrement is reached (so a maximum number of arresting
flows). Then the lowest flowing angle is saved. Note that this way the lowest flowing angle belongs to
a continuous simulation started at ¢t = 0, such that steady flow is ensured. Although, in figure only
the total kinetic energy is graphed, there is also developing segregation. Since the flows are meant to
be steady, also the segregation profile should be steady. To measure the segregation state, the ratio S
of the vertical centre-of-mass (COM) of the small and the large phase from equation is used.
As the segregation approaches a steady state, this quantity should become constant. The COM-ratio
S is plotted for the same hy,p, -run for which the kinetic energy has been plotted in figure

COMsmall/COMlarge
o O O O

1 1 1 1 | | | | |
0 1000 2000 3000 4000 Ti5nq(e)0 6000 7000 8000 9000

Figure 4.2: COM-ratio for a sample hgop -run

An interesting phenomena appears, as mentioned in section [3.2.3] it is clear that the segregation
(or in this case actually de-segregation, i.e diffusive mixing) takes much more time to develop than the
kinetic profile. In fact, it does not even reach a steady state in the first 4000 seconds of the simulation.
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However, since over time the flow approaches the arrested regime (i.e lowering the angle and thus
decreasing the kinetic energy) this will also cause diffusion to decrease, and it can be seen that the
steady segregation state is (almost) reached after 6,000 seconds.

Fitting hgop

Runs like depicted in were done for a a range of flow heights, and the resulting stopping angles
give the hgyop -curve. With this hy,, -data the same function as used in [I7] and [27] will be fitted:

tan(d2) — tan()

tan(6) — tan(d;) (4-1)

hstop (6) = Adlarge

The function was fitted to the hgop -data resulting from the DPM-simulations with MATLAB’s non-
linear least-squares fitting function with fitting parameters A, d1,d2. The first attempt for the fit was
by choosing A, §; and 2 to minimise the most simple error norm, the sum of the error squared of N,
fitting points (stopping angles):

NP
E= Z(hstop(ei) — hy)? (4.2)

This however does struggle to come to a good fit at both the left and right limit (§; and d3) of the
hstop -curve, since the error will be much higher for a small deviation in the fit close to d;. Therefore
a weighted fit was introduced, in which the error is weighted with the angle 6:

NP
Eweighted = Z 91' (hstop(ei) - hi)2 (43)

i=1

As this still did not give satisfactory results, it was observed that the angle # spanned only a small
range compared to its magnitude. To overcome this problem the weight is shifted, such that values are
almost zero close to 1, and increases quadratically with increasing 6. Since the minimum of §; that
was observed was approximately 18 degrees, the weighting factor was shifted by 16 degrees, to prevent
the weight factor from reaching zero:

Np
Eshifted = Z(Qi —16°)2(Rstop(0:) — hi)? (4.4)

i=1

This fit gave results that followed the data at both extremes. Finally, to asses the quality of the fit
one can look at the norm of the residual, divided by the number of fitting data points. So for N,
simulations, giving IV, stopping angles 6; and heights h;, the relative residual error Fj, is defined as:

Np

Ep =1/N, Y (6 — 16°)*(hatop(6:) — hi)? (4.5)
1

System 1: Varying volume-ratio 7

The first results presented are the hg:p, curves for System 1, with varying volume ratio n. Here the
particle size ratio o is kept constant at o—! = {/2, such that the small particles have half the volume
(and mass) of the large particles. The reason 1 and ¢ are not varied both, is to keep the parameter-space
reasonably small. Already a typical hsiop -curve like below is constructed with over 3.000 simulations,
taking almost two weeks and using approximately 150 CPU-cores.
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(a) hstop for n =0, fit to eq. (4.1):
A =1.88,8; = 18.25°, 55 = 34.03°, Ej, = 5.93

(b) hstop for n = 1/4, fit to eq. (4.1):
A=1.96,51 = 18.28°, 55 = 33.02°, E, = 8.34
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(¢) hstop for n =1/2, fit to eq. (4.1)):
A =2.21,61 = 18.34°,02 = 31.92°, E), = 6.76

(d) hstop for n = 3/4, fit to eq. (4.1)):
A=1.71,5; = 18.85°,85 = 34.12°, Fj, = 1.40
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(e) hstop for n =1, fit to eq. (4.1):
A =2.26,6; = 18.70°, 65 = 32.17°, Ej, = 3.96

Figure 4.3: Measured hgp curves for System 1 (see table : n€1[0,1/4,1/2,3/4,1] with 0! = /2
and p? = puf. For every n three runs have been simulated, with different random basal geometries.

The first thing one can notice is that the algorithm is stable, for all plots the three different runs
converge to almost the same angle. Also the data is fitted very good with equation , which is a
key observation, since this was not known on beforehand for bi-dispersed flow. In addition to that it
should be mentioned that equation is ‘just’ an equation that happened to fit the experimental
data. There is no physical support or derivation available, so whether the fit works should be carefully
assessed each time. Next however it is also clear that all the Ay, -curves look very similar. To compare
them, in plot [£4] all the fits are plotted in a single figure, together with the average stopping angles of
the three runs for each height.
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Figure 4.4: hgt,p -fits for System 1: varying n with 0~ = ¥/2 and p? = u!', depicted data-points are
averages of three runs

Now it is clear how close all the curves are; although (especially for the higher heights) there is
a distinct order, it is a very narrow set. The order of the curves is like expected, hstop is higher for
higher 7, remember that hsp is the height in terms of particle diameters, so a flow of height h of small
particles is relatively high compared to a flow with the same (absolute) height with only large particles.
Next, since the basal layer is made out of small particles, and for 7 = 0 the flow consists of only small
particles, that particular system is completely mono-dispersed. Therefore it can be compared with the
fit found in [27]. To do this, the fit needs to be scaled, since the particles in [27] have a diameter of
unity, whereas small particles in the systems presented here are a factor o smaller. The resulting scaled
fit is plotted together with the fit from [27] in figure
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Figure 4.5: hgop fit for = 0, the reference fit is from the mono-dispersed system treated in [27]

The new results match the results in [27] more or less, which confirms the validity of the hgop
-algorithm for bi-dispersed flows.
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System 2: Varying volume-ratio n with decreased small particle friction

As described in avalanches with different particle friction coefficients will be compared. So to be
able to use the flowrule for the system with a lower particle friction for the small particles, also hgtop
-curves for that system are required. Therefore, for System 2 (see table , apart from the different
1P everything is exactly the same as for System 1 in section The resulting hop -curves are given

in figure
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(a) hstop for n =0, fit to eq. (4.1): (b) hstop for n = 1/4, fit to eq. (4.1)):
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(¢) hstop for n =1/2, fit to eq. (4.1): (d) hstop for n = 3/4, fit to eq. (4.1)):
A =0.86,01 = 18.22°,9 = 36.02°, £}, = 1.38 A =1.19,61 = 18.53°,2 = 35.47°, £}, = 0.87
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(e) hstop for n =1, fit to eq. (4.1):
A =2.45,8; = 18.78°, 8, = 31.19°, ), = 1.58

Figure 4.6: Measured hg,, curves for System 2 (see table : ne0,1/4,1/2,3/4,1] with 0! = /2
and p? = puf /2.

Again, the fits are remarkably good, the E} error is even significantly lower compared to the case
with equal particle friction coefficients in System 1. The most important effect of changing the particle
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friction becomes clear when all fits are plotted together in figure [4.7]

25
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hshm
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Figure 4.7: hgtop -fits for System 2: varying n with o1 = V2 and pP = ©y /2, depicted data-points are
averages of three runs

Whereas for the equal friction case in System 1 the spread of the curves was very narrow, now a very
clear trend appears. This was expected; with the lowering of u? the dissipation for the small particles
was decreased. Given that the small particles already have a higher flowability than the large particles
due to the size difference, the lowering of u? increases the flowability even further. This explains the
now clear distinction between the hg:op -curves for different 7.

System 3: Varying size-ratio o

In this section, System 3 is treated, for which instead of 7, the size-ratio o is varied. Again, to limit
the parameter space, now n = 1/2 is fixed. Since this is merely a sidetrack of the thesis (for the quasi
2D avalanche the default ¢~ = {/2 is used, hence o is constant throughout the flow), every height and
o is only ran once. Therefore the fit is less good as for the previous varying 7 case, it does however
give an idea of the general trend.
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Figure 4.8: Measured hg,)p, curves for System 3 (see table : o™l €[1.1,V/2,1.5,2] with n = 0.5 and

1 =y

Although not nearly as good as the fits for the varying n case, there is trend visible when all hgop

-curves are plotted in a single figure:
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Figure 4.9: hgyp -fits for System 3: varying o with n = 0.5 and p? = uf /2
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As expected, the hg,, is higher (the flow is less ‘flowable’) for lower o~!, which means ‘larger’ small
particles. It should be noted however that the fits are not very solid, especially for ¢~! = 2 and for
0 > 22 the data is very limited.

Conclusion

Reviewing the results of the hg:,p algorithm it can be concluded that there is no reason to assume
it breaks down for bi-dispersed flows. Also, the decreasing of small particle friction coefficient u?
has a distinct effect on the influence of the concentration 1 on the hstop -curve. The only problems
encountered are with the hgop -curves for varying o, which is merely a sidetrack of this research. The
found hgtep -curves do give an idea of the influence of o, but the data resolution is too low to draw
solid conclusions.

4.1.2 Froude flowrule

The next step, having obtained the hsop -curves, is to investigate whether the linear Froude relation
of the flowrule, equation holds for bi-dispersed flows as well. For this a few steps are required,
besides obtaining the hgto, -data. First of all, the flowrule should hold for steady flows, so a set of
steady flows at different angles and of various heights is needed. These simulations will be done in the
same periodic box as the hgp -runs, and for the same three different systems (see table [4.1). The
flows will be ran until both the kinetic energy and the segregation profile remain steady (which can
take up to 4.000 time units for some flows). Next, both the depth-averaged velocity and the height
of these flows are needed to compute the Froude number. Both are easily extracted from the coarse
grained statistics, as shown in and 2.6] In fact, since both the Froude number and flow height
can be based on depth-averaged quantities, the statistics are averaged over all three spatial directions
(note that the flow is uniform in  and y). The Froude number can then be computed with:

S — (4.6)

gcos(0)h

With this data available it can be investigated whether the Froude number indeed scales linearly with
the flow-height divided by hstop :

h
hé‘wp(g)
And then finally, it is checked whether the flowrule predicts the correct friction coefficient u, through

equation ([2.123)).

F=38 — . (4.7)

Lithostatic assumption

First of all, for the computation of the flow height as defined in to be valid, the downward
normal stress component o,, needs to be lithostatic (i.e the downward normal stress follows equation
(2.206))). Since this is not generally true for granular flows, it needs to be checked whether this holds
for these chute flows. Therefore, two heights at two different angles are simulated and the stress
tensor is observed as a function of z. The statistics are averaged over both = and y, since the latter
two dimensions are periodic and hence everything is uniform. The resulting profiles for o,, and the
lithostatic profile are plotted in figure Note that the flow height is normalised to unity by scaling
the z-direction with the height h.

93



Oz

25 25

0., with h ~ 10 0., with h ~ 10
,,,,,,,,, Lithostatic o, with h & 10 . Lithostatic 0., with h = 10
20 - 0., with h ~ 25 20 0., with h ~ 25

,,,,,,,,, Lithostatic o.. with i ~ 25 ____ Lithostatic 0., with h ~ 25

10 + 10

o

0 0.2 0.4 0.6 038 E 12 14 0 02 0.4 06 038 1 12 14
z/h z/h
(a) Stress profiles for 6 = 22° (b) Stress profiles for 6 = 24°

Figure 4.10: Downward normal stress for different flow heights (h ~ 10 and h ~ 25) at § = 22° and
0 = 24°. The lithostatic profiles are computed with equation (2.206).

It is clear that the coarse grained statistics nicely capture the lithostatic o,, component of the
stress tensor in the bulk. It is only at the bottom boundary that the coarse graining width w manifests
itself through the smearing out of the sharp peak. A smaller w would decrease the smearing out of the
peak, but it would also introduce more noise in the bulk. Since the boundary effects do not play a role
in the bulk of the flow (i.e far away from the boundary), it can be concluded that the lithostatic stress
assumption is valid.

Fitting the Froude flowrule

As explained in section [2.2] it is expected that the hg:p -curve scales the Froude numbers plotted
h

versus z—— such that they collapse to a single line for different inclinations and heights. To fit the
flowrule MATLAB’s Isqcurvefit() is used, which simply minimises the sum of the squared residuals for
all N, fitting points:
NP
Brotar = Y _(F(hi) — F}). (4.8)

i=1
In this error norm F'(h;) is the Froude number computed with the flowrule F'(h;) = 8 h,hi(e) -,
= ,
g cos(6;)h;
different fits, one can look at the relative error E¢, which is defined as the total error, divided by the
number of fitting points (Froude measurements):

and F; is the Froude number measured with F; = . To be able to compare the quality of

By = S (F(hi) — F). (4.9)

Sample run Froude simulation

As stated, steady flows will be generated for all three systems in table (varying 7, varying o and
varying n with reduced p?), at different heights and chute inclinations. In this section a small example
run is shown, which consists of flows of heights ranging from 6 up to 30 large particle diameters, at
24°, 25°and 26° chute angles. The result is a set of Froude numbers, depicted in figure The data
is from a case with 7 = 0.5, 0! = /2 and equal particle friction coefficients.
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Figure 4.11: Example Froude flowrule data for steady flows with different heights and inclinations and
with n = 0.5, 0= = ¥/2, as in System 1 from table

It is clear that in figure the Froude numbers scale linearly with the height, just as has been
found for the mono-dispersed case. Also the Froude numbers increase with increasing inclination, as
expected. Finally, in figure it can be seen that if the height is scaled with the appropriate hsiop
-curve, the Froude numbers collapse to a linear function. In the following sections the results for the
three systems are presented and discussed.

System 1: Varying volume-ratio 7

For this case simulations are done at 6 = [24°,25°,26°] at heights ranging from approximately 6 up
to 30 large particle diameters. Note, the height is an approximation, since the real flow height will
depend (slightly) on the flow velocity, which of course depends on the inclination. The real height is
computed by equation (2.211). The volume ratio 7 is varied over the same five values as for the hgop
simulations, and all plots are scaled with the appropriate hgop -curve (note that each n has a different
hstop -fit). The results are shown in figure m

— 5 =0.00 1
=025 )
9l —— 1 =050 ]

n =0.75

1.5¢

10 15

h/hstop

Figure 4.12: System 1: Froude numbers versus flow-height scaled with g, , colors denote different 7,
all with p? = pu?. Markers denote different chute inclinations: x: 6 = 26°, o: § = 25° and +: 6 = 24°
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The fit parameters and errors of the different fits are given in table

Run B vy Ey

n=0 0.251 [ 0.154 [89-1071
n=1/41 0186 | 0.122 | 1.9-1073
n=1/2 | 0.161 | 0.084 | 1.9-1073
n=3/4| 0170 | 0.088 | 6.8-10*
n=1 0.167 | 0.044 | 2.4-107%

Table 4.2: Froude fit parameters for varying n

Just as with the hgp -curves in section the results are rather cluttered. Especially when one
notes that a change in hg,p directly translates in an equal change in 3, and considering that the hgtop
-curves in figure [£.4 have almost collapsed to a single curve in the region between 6 = 24° and 6 = 26°,

it is hard to draw any conclusions. However, one can observe that v is small, and will vanish for

h
h > hgiop (given equation (4.7): F'=f m — 7). Despite the unclear trends in the fit, everything
stop

is in place to compute p(F, h) for each of the five 7 cases (i.e all coefficients are known: the A, §; and
da from the hgiop -fits, and the 5 and « from the Froude-fits). These results are printed in

/ [ ] J 7/
= / » / // : / //
v/ [/

0.44] // 0.44

0 0.5 1 1.5 2 2.5 0 0.5 1 1.5 2 2.5 0 0.5 1 1.5 2
F F F
(a) Flowrule for n =0 (b) Flowrule for n =1/4 (¢) Flowrule for n =1/2
A [/ "=
—h=11
0.48 % / 0.48 % / ha 17
/':t = x ’ h~ 22
= 046 & 046 % / ha 28
= T O (" OO 00 S — o= tan(24°)
0.44] ¢ / / o1 l // 1t = tan(25°)
--------- 1o = tan(26°)
0 0.5 1 1.5 2 2.5 0 0.5 1 1.5 2 2.5

F F
(d) Flowrule for n = 3/4 (e) Flowrule for n =1

Figure 4.13: Friction law results for varying n and pf = pf, the x-markers denote measured values
Tz

for the friction coefficient u™, computed as u™ = — (for the definition of the stress tensor see

o
2.5.2)), o-markers show u(F, h,n) computed with the flowrule (which is different for each 1 and defined
in (2.136)). Solid lines show the flowrule p(F, h,n) for different heights as a function of F', dashed lines

show the expected steady state friction coefficient from g = tan(d). Also note that the flow height will
be slightly different for each inclination, therefore the height used to plot the solid lines u(F,h,n) is
the mean height of the three inclinations used.

The plots above contain a lot of information, but it is clear that the friction coefficients measured
o

from the stress tensor (i.e u™ = ——2) are almost exactly on the lines for = tan(f), the horizontal,
o

zz
dotted lines. That being said, the values for the friction coefficient computed with the flowrule for
w(F, h,n) very closely match the measured values, except for the lowest height. Also important to note
is that all figures look very similar, the Froude number belonging to a given height and chute angle
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does not differ much for different 1. Therefore, for this case with equal particle friction coefficients
i for the large particles and p® for the small particles, it can be concluded that the influence of the
volume-ratio 7 is small. This was expected from the fact that in figure @the hstop -curves for different
7 are very close together.

System 2: Varying volume-ratio n with decreased small particle friction

This section contains the flowrule results for the second system, in which 7 is varied and the particle
friction of the small particles, p? is reduced. Given the hg,p, -curves fitted in the Froude
numbers for a set of steady flows ranging in height from 6 up to 30 and at angles of 24°, 25° and 26°
are computed and scaled with the appropriate hssop -fit. The Froude-fit is depicted in figure [£.14}, and
the corresponding fit-parameters are given in table

1 =0.00
350

2.5+t

0 5 10 15 20 25 30
h/hstop

Figure 4.14: Froude numbers versus flow-height, colours denote different 7, all with 2 = p /2. Markers
denote different angles: x: 8 = 26°, o: § = 25° and +: 6 = 24°

Run B ¥ Ey

n=0 0.160 [ 0.139 | 1.7-1077
n=1/4| 0169 | 0.154 | 8.7-107*
n=1/2 || 0.143 | 0.067 | 5.1-107*
n=3/41 0153 | 0.057 | 59-10*
n=1 0.154 | 0.019 | 4.7-1073

Table 4.3: Froude fit parameters for varying n with p2 = pf /2

Here an interesting phenomena can be observed; the hs;,p, -curves for this case are better fitted than
for the first system, and they show a wider spread for varying n (figure 4.7)). The Froude-fit however,
collapses almost to a single line. Whereas the 3 values (the slope of the linear fit) showed a little spread
for the first case with equal particle friction coefficients, the curves are now very close. Although this
is an interesting result it is difficult to draw any conclusions, since the exact physical meaning of the
[ parameter is poorly understood.
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Figure 4.15: Friction law results for varying n and p? = p' /2, the x-markers denote measured values
xrz

for the friction coefficient p™, computed as p™ = — (for the definition of the stress tensor see

O—ZZ
2.5.2)), o-markers show pu(F, h,n) computed with the flowrule (which is different for each 1 and defined
in (2.136))). Solid lines show the flowrule u(F, h,n) for different heights as a function of F, dashed lines

show the expected steady state friction coefficient from g = tan(d). Also note that the flow height will
be slightly different for each inclination, therefore the height used to plot the solid lines p(F,h,n) is
the mean height of the three inclinations used.

Again, just as for the first case the friction law shows rather good agreement with the measurements.
The results for n = 1 diverge for the lowest height, which is explainable since this case did have the
largest error in the Froude-fit (table. Also, similarly as for the case with equal particle friction, the
results for the lowest heights are off. That being said, the results are still very close to the measured
values for p™. Another interesting point is that the curves differ significantly for varying 7. Unlike for
the case with equal particles friction coefficients p? and g} in section [4.1.2] here the decreased small
particle friction p? has made the influence of the volume ratio of the two phases much more pronounced.
Of course this was expected from the hg,), -curves for this case (figure , which also showed a very
clear trend for varying n. Given this result, it is expected that for the quasi 2D avalanches the case
with the low p? will give the most interesting results.

System 3: Varying size-ratio o

For the case with varying size-ratio o there is a problem, since the hg, curves obtained are not fitted
very well (see figure ‘ Especially in the range of angles used for the steady flows in this section (24°,
25° and 26°) the available hgop -data is just not sufficient, most noticeable for the o~1 = 2.0 case,
where d, = 21.61°, such that hgp is not even defined for the angles used. From figure however,
it can be seen that steady flow is possible for these angles and o—1 = 2: the flow does not accelerate
indefinitely and the segregation becomes steady as well.
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Figure 4.16: Total kinetic energy and volume ratio S for a flow with 0=! = 2 and # = 26° the height
is approximately 12 large particle diameters.

Therefore the case with o' = 2 will be discarded, and analysis will be continued with the other
three cases, even though there as well the hg,p, -data is not as good as for the two cases for varying 7.
The procedure is exactly similar to the previous sections, steady flows are generated for the different o
values, keeping the volume-ratio constant at n = 1/2. The resulting Froude-fit is shown in figure
and the fit-parameters are given in table [£.4]

0 L L L L L L

0 10 20 30 40 50 60 70
h/hstop

Figure 4.17: Froude numbers versus flow-height scaled with hg.p , colours denote different o, markers
denote different angles: x: 8 = 26°, o: § = 25° and +: 6 = 24°

Run B ~y Ey

cT=1110175 [0.084 | 7.8-1073
o~ '=+</21 0166 | 0091 |3.1-1073
oc~'=151 0034 | —0430| 1.2-107!

Table 4.4: Froude fit parameters for varying o

From the fit parameters and figure a couple of things can be noted. First of all, for c=! = 1.1
and 0~ = /2 the fit works rather well. Error norms are in the same range as for the varying 7 cases,
and the Froude numbers nicely collapse to a single line. For the c~! = 1.5 case however, things are
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different. The Froude numbers do not scale at all to a linear fit, which indicates that not only the
magnitude of hgtop in the 6 = 24°...26° range is wrong, but that also the shape of the hg,, curve
is wrong in that area. From figure this can be explained, there is simply no hs:p data in the
0 = 24°...26° range. A possible solution to work around this problem is to make use of the assumption
that the Froude numbers scale linear for the fit of the hyo, curves as well. This can be done by fitting
both hgop and the Froude-flowrule in one go, minimising errors for both fits. This method is further

explained in section

Combined fit of s, and the Froude flowrule

From the previous results it can be concluded that the assumption that Froude numbers collapse to
a linear function of the height when scaled with hg,p still holds for bi-dispersed flows. There were
however some issues with the fits, especially for the varying o case in System 3. In this section a
solution for this problem will be presented. This solution is based on the assumption that the Froude-
flowrule does hold. So instead of fitting the hgto, curves, checking whether that hg, curve does scale
the Froude numbers like expected and then fitting a linear Froude versus h/hgop profile, it becomes
possible to do both fits in a single step. This way, hstop is fitted with information from the Froude-
flowrule as well, i.e, the hgop -fit is curved such that it scales the Froude numbers linearly. It should be
emphasised that this is major assumption. However, from the previous results in which the fits were
done separately it can be concluded that when the hg,, -fit is sufficiently good, the Froude numbers
indeed scale linearly with the flow height, and the only deviation from the flowrule that is observed
can be explained by a lack of fit quality for the hg.op, -curve. Therefore, in the results as presented in
the previous sections there is no reason to doubt the validity of the Froude-flowrule for bi-dispersed
flows. To be able to fit the both profiles in one step a combined error norm is needed, which can be
used with MATLAB’s minimisation toolbox to compute the optimal fit. Therefore the two different

error norms (equations (4.4) and (4.8))) are simply summed:

Ny, Ny
Ecombined = Z(ez - 16)2(hstop(0i) - h1)2 + Z(F(hl) - Fz)2 (410)
=1 =1

Here Nj, denotes the number of hy,, data-points, and Ny denotes the number of Froude flowrule fitting
points, which of course can and will be different. First, System 2, the case for varying n with reduced
small particle friction p? will be fitted with this combined fit. This case was fitted very good as well
with the separate fits, so it can be used to verify whether the combined fit works and gives the same
result. The resulting hgp curves for both fit methods are depicted in figure and the resulting fit
parameters (for both hgtop and F(%)) are given in table

D

30 -

eta=0.00, combined

------- eta=0.00, separate
+  eta=0.00, data

eta=0.25, combined

fffffff eta=0.25, separate
+ eta=0.25, data

eta=0.50, combined

20

,,,,,,, eta=0.50, separate
+ eta=0.50, data

eta=0.75, combined

} Lstop
—
3
T

——————— eta=0.75, separate
+  eta=0.75, data
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Figure 4.18: hgop -curves for System 2, with varying n and reduced pf, comparing hgop -curves fitted
separately with curves fitted jointly with the Froude fit
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Al o [ & [ B8 ] o En | Ey
n Separate fits

0.00 || 0.67 | 17.92 | 37.27 | 0.160 | 0.139 | 0.6119 | 0.0108
0.25 || 0.43 | 18.03 | 44.26 | 0.170 | 0.153 | 0.5475 | 0.0242
0.50 || 0.86 | 18.22 | 36.02 | 0.144 | 0.067 | 0.6891 | 0.0194
0.75 || 1.19 | 18.53 | 35.47 | 0.157 | 0.057 | 0.6053 | 0.0213
1.00 || 2.45 | 18.78 | 31.19 | 0.154 | 0.019 | 0.8561 | 0.0618
n Combined fits
0.00 || 0.63 | 17.93 | 38.06 | 0.163 | 0.146 | 0.6024 | 0.0079
0.25 || 0.57 | 18.00 | 39.95 | 0.163 | 0.137 | 0.5440 | 0.0096
0.50 || 1.07 | 18.14 | 34.18 | 0.140 | 0.047 | 0.5796 | 0.0368
0.75 || 1.44 | 18.45 | 33.86 | 0.153 | 0.042 | 0.5739 | 0.0332
1.00 || 3.08 | 18.60 | 30.04 | 0.144 | —0.016 | 0.7805 | 0.0834

Table 4.5: hgtop and Froude fit parameters for varying n with lower p2, including error norms Ej, and
E; for the hgop -fit and the Froude-flowrule fit respectively.

Although there are minor variations in the fit parameters the five coefficients are in general very
close. Also one should keep in mind that a small variation in the height of the Ay, -curve translates
directly in a change in the values for 3. Next the combined fitting procedure is tried on the flowrule
data for varying o. Due to a lack of a sufficient number of data points this fit failed for the separate
fitting procedure (figure . The result of the combined fit are given in figure and table
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(c) hstop -curves for varying o, comparing hstop -curves fitted separately with curves fitted together with the Froude fit

Figure 4.19: Combined hg,p and Froude number fits for System 3, with varying o, n = 0.5 and p? = pf.
One can see that where the separate fitting procedure fails, the combined fit does work for the o = 1.5

case

From it can be seen that whereas the combined and separate fitting procedures yield almost
identical results for c~! = 1.1 and ¢~! = 1.26, the two methods diverge for the c~' = 1.5 case for
6 > 23°. This is a clear case of the hg,, curve ‘bending’, to satisfy the linearity of the Froude flowrule,
which is possible since there is no hgop data at 8 > 23°. The resulting fitting coefficients are given in

table [4.6] below.
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S T T O N/ Y2
o1 Separate fits

1.10 || 3.59 | 18.19 | 30.30 | 0.175 0.084 0.6950 | 0.0773
1.26 2.21 | 18.34 | 31.92 | 0.166 0.091 0.7498 | 0.0484
1.50 || 3.19 | 18.59 | 26.95 | 0.034 | —0.440 | 0.7803 | 0.2907
o1 Combined fits
1.10 || 3.48 | 18.23 | 30.54 | 0.181 0.092 0.6059 | 0.0719
1.26 || 2.70 | 18.30 | 30.60 | 0.153 0.054 0.6218 | 0.0740
1.50 || 1.55 | 18.73 | 32.13 | 0.142 0.072 0.9249 | 0.0523

Table 4.6: hgop and Froude fit parameters for varying o, including error norms Ej and E; for the
hstop -fit and the Froude-flowrule fit respectively.

In table the fitting coefficients for c=! = 1.1 and o0~! = 1.26 are in general very close, for
o~1 = 1.5 however the fit is completely different, with a huge reduction in the error for the Froude-fit
(Ey) for the combined procedure. The conclusion is that the combined fit procedure is a valuable
method to improve the hgop -fit in places with little data. An important note however is that the
results of the combined fitting procedure do depend on the way the combined error is formulated. If
one would weigh F; and Ej, differently, one can in the limit recover the separate fits for either the
separate hgtop -fit or the separate Froude-fit.

Fit trends

Since the data for the case with varying n and decreased p? has the most distinct features and the best
fit, some interesting trends for this case will be treated in this section. For this the combined fitting
procedure is used, since this will yield the most stable results. From the combined fit coefficients in
table .5 it can be seen that the v value changes quite a lot. Therefore it is interesting to see what
happens when this value is fixed at v = 0. Although this is a bit of a shot in the dark, there is a
motivation. So far the linear Froude fit work really well, but it is known [27] that the data will diverge
for low Froude values. This is because for h < hst,p, every flow will arrest, such that there are no Froude
numbers F' > 0 for h/hsop < 1. Therefore, it is expected that the Froude numbers ‘curve down’ at
h/hsiop = 1, instead of going through the origin. This might be an explanation for the unclear trends
in the values for 7, and it is an motivation to try the combined fit with v = 0. The results for this new
fit (for System 2, with varying 7 and reduced uP) are given in table

A1 [ & [ 5 [ 7 [ B [ &
n Combined fits

0.00 || 0.71 | 17.92 | 36.53 | 0.148 | 0.000 | 0.6113 | 0.0548
0.25 || 0.64 | 17.99 | 38.41 | 0.149 | 0.000 | 0.5478 | 0.0489
0.50 || 1.09 | 18.14 | 33.92 | 0.136 | 0.000 | 0.5762 | 0.0424
0.75 || 1.45 | 18.45 | 33.76 | 0.148 | 0.000 | 0.5731 | 0.0366
1.00 || 3.07 | 18.60 | 30.06 | 0.146 | 0.000 | 0.7810 | 0.0840

Table 4.7: hgop and Froude fit parameters for System 2, with varying n and v = 0, including error
norms Ej, and Ey for the hgop -fit and the Froude-flowrule fit respectively.

First the error-norms, for all n the errors Ej, in the hgop -fits are almost equal to the errors for the
fit including v in table For the error of the Froude fit, Ey, it is only the first two cases (n = 0 and
n = 0.25) that suffer from the fixing of v = 0, the other cases have similar errors as in the fit with ~.
This is expected since the first two cases had the larges values for . The values for g for the first two
cases however did get closer to the other values for §, supporting the hypothesis that for this case 8
is independent of the volume ratio 7. Furthermore, trends in A, §; and J; become more clear. First
of all, A seems to increase significantly with increasing 7, which is expected, because of the scaling
effect (i.e, small particles flow better for the same absolute flow height), which causes the hgy,p -curve
to be shifted up to higher heights for increasing 7. Next, there are the two angles §; and d5. Thinking
of these, one can think of the left boundary, J; to be kinetic in nature. It is the arresting limit for
flows with a high height, in which for most of the particles the rough bottom is ‘far away’ (this can
also be seen from table 1 in [27], in which d; is up to far extend almost independent of the bottom
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roughness). Therefore, a flow of height h with only small particles (n = 0), will flow at (slightly) lower
angles (again, small particles have better flow-ability for the same height than large particles) than a
flow of height h with only large particles. At the upper limit however, at ds, it is the other way around,
here large particles flow easier because the rough bottom (of small particles) is relatively smooth for
them. Therefore, an imaginary flow with h — 0 will flow only at 8 ~> 36° for pure small particles. It
will however start to flow already at 6 ~> 30° for a purely large flow.

Conclusion

Given the results for the Froude-fits it can be concluded that the linear scaling for F' with h/hgep
works perfectly, not only for mono-dispersed, but also for bi-dispersed, steady flows. It is only for the
very low heights and Froude numbers that the results deviate from the fit, which is expected since the
flowrule is known to break down here (since there is no flow possible for h < hgtop Froude should go to
zero as h/hsiop — 1 ). For the higher heights the Pouliquen law predicts the steady state friction up
to a good accuracy.
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4.2 Quasi 2D avalanche flow

Where the previous sections focussed on steady flow, in this section developing granular flows are
considered. Therefore a quasi 2D domain will be used, as described in This section starts with
a short insight in the way the flow develops over time in [£.2.1] Thereafter equation is used
to compute the flow height, and the location of the front is defined in [£:2.2] This gives an insight
in the macroscopic shape of the avalanche. Finally, the u(h, F,n)-flowrule, for which the necessary
fit parameters are obtained in sections and is used to predict the friction coefficient as a
function of the flow variables in section This gives a friction coefficient as a function of ¢ and
z (since the flows are depth-averaged and uniform in y), and the computed friction coefficient u(t,x)
is compared with the friction coefficient p™(¢,2) measured from the stress tensor. For all quasi 2D
systems the particle size ratio is fixed at o~! = /2 and the relative volume ratio of the large phase
is fixed at n = 0.5 for the steady inflow domain. In this section three different avalanches will be
considered: one with equal particle friction coefficients nf and p? for the large and small particles, and
two with a reduced p?. The parameters for these three cases are given in table

Q
M

teval hinflow Mf Mg ,U,fs 4 Tin flow B

Avalanche 1: pt' = pP 800 ~8 [05] 05 | 05 |24° 0.5 V2
Avalanche 2: uf > b 800 ~ 8 0.5 0.25 | 0.375 | 24° 0.5 &2
Avalanche 3: uf > pu?, double Ny, fiow 800 ~ 16 0.5 ] 0.25 | 0.375 | 24° 0.5 2

Table 4.8: Simulation parameters for the three different quasi 2D avalanches.

The parameter tq,q; gives the time (in nondimensional simulation time units) at which the statistics
are evaluated. The statistics for all avalanches consist of the time-average of 1.000 timesteps, spanning
10 time units, starting at t.,q;, as explained in |3.3.3

4.2.1 Developing avalanche fronts

The inflow conditions as defined in will ‘push’ a steady flow of small and large particles into the
avalanche domain. Since the top half of the periodic inflow domain consists mainly of large particles
and has a larger velocity than the bottom half, the mass-flux of large particles flowing into the domain
will be larger than that of small particles. Also, the large particles will automatically be transported
to the front of the flow due to their greater velocity. In this section the development of such flows
will be quantitatively visualised. Treated first is Avalanche 1, with equal particle friction coefficients,
and the inflow consists of 800 large particles, and 1600 small particles, giving a height at the inflow of
approximately 8 large particle diameters. A couple of snapshots of different timesteps for this avalanche

are given in figure [£.20]
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(a) Avalanche snapshot at ¢ = 200 (b) Avalanche snapshot at ¢t = 400
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(¢) Avalanche snapshot at ¢t = 600 (d) Avalanche snapshot at ¢ = 800

Figure 4.20: Snapshots for Avalanche 1 in table Different timesteps are printed, ranging from
t = 200 up to t = 800. Avalanche 1 has equal particle friction coefficients for the large and small
particles.

Although these plots only give qualitative results, one can see that the flow develops a ‘bulbous’
head at the front, where the height is slightly larger, and over time the front grows richer and richer
of large particles. Just as for the case with equal particle friction coefficients, a similar simulation
has been done for Avalanche 2, the case where the small particle friction coefficient u? is reduced as
explained in[3:3:2] For this flow similar snapshots are printed in [£:21]
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(c¢) Avalanche snapshot at t = 360 (d) Avalanche snapshot at ¢t = 500

Figure 4.21: Snapshots for Avalanche 2 in table Different timesteps are printed, ranging from
t =100 up to t = 500. Here p? is reduced, in line with

First, note the different times at which the snapshots are taken compared to figure |4.20f The
reduction of p? made the flow quicker (less dissipation through friction), so to get the front in (ap-
proximately) the same position as in figure it is necessary to look at earlier times. Furthermore,
the bulbous head is more pronounced for the low u? case, which is caused by the large particles being
relatively more frictional, and thus slowing down the flow when they reach the front. Since the bulk
of the flow behind the head wants to go quicker, the height is pushed up there. In the rest of the
results this will be the more interesting case since the influence of the concentration is larger due to
the relatively high friction for the large particles, which can also be seen from the hgop -results.

4.2.2 Flow height and flow front definition

The flow height is again computed as the ratio of the depth averaged downward normal stress and
the depth averaged density, as defined in . Whereas the periodic box simulations allowed the
averaging of the statistics in z-direction, this is not possible for the quasi 2D avalanches. The result is
a height profile which is a function of the z-direction. Since the statistics for the periodic box do not
only have more data through averaging in a-direction, but also through time-averaging (as explained
in , the first thing to assess is the capability of the definition for the flow-height to mark the
real height, even with much less data available. Therefore a snapshot of the particle positions and
the resulting flow-height is plotted below, such that it can be visually confirmed that the flow-height
is correct. Note that the depth averaged normal stress and the depth averaged density are computed
with the coarse graining parameters as defined in with spatial averaging over both the z and
y-direction.
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Figure 4.22: Particle positions for a cross-section of an simulation which shows the height as defined
in equation (2.211)). Parameters are set as defined for Avalanche 3 in table

From it can be seen that the height as defined in nicely tracks the free-surface. It is
only at the very front, where particles start to saltate, that the definition breaks down. This however
is not a problem for the application in this thesis, since the flowrule is only valid inside the flow (for
example the density is assumed to be constant, which is not the case for the saltating particles at the
front). To demarcate the region in which the flowrule is valid, a definition of the location of the front
is needed. Although many definitions are possible, it was chosen to define the front by means of the
Froude number. Recall that the Froude number is given in as:

=" (4.11)
gcos(6)h

At the very front the particle velocities become very large, and the height goes down sharply. This will
yield a sharp increase in the Froude number. An example of the Froude number and the flow-height is

depicted in

—— Flow height
—— Froude number
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Figure 4.23: Example plot with Froude and the flow height versus x. This is a simulation of Avalanche
3. At the very front of the flow a sharp increase in the Froude number can be observed

In all the following analysis the front is defined to be at the point where the Froude number reaches
two times the value of Fj, 10, being the average Froude number in the inflow-region:

Tfront = min(z) . (4.12)
F(2)>2Fintiow

4.2.3 Applying the p(h, F,n)-flowrule

In this section all results come together. With the flowrule u(F, h,n) in place it is possible to predict
the friction coefficient as a function of the flow-variables F', h and 7 in the quasi 2D flows. Note that
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the flowrule is a continuous function of h and F', but not of 7. Instead, the fit parameters needed are
computed for a discrete set, n € [0,1/4,1/2,3/4,1]. Hence, the dependency on 7 is through a linear
interpolation of the flowrule between values of 1 for which the flowrule fit coefficients are computed in

sections and This linear interpolation is given in (2.136[). All results are presented in terms

of depth-averaged quantities that are plotted against the x-coordinate.

Avalanche 1

The first avalanche that was simulated was that with an inflow height of approximately eight large
particle diameters. An intuitive way to look at the evolution of the large and the small phase throughout
the avalanche length is to plot the fraction of the height occupied by small particles and large particles
respectively. This can be done simply by multiplying the flow height with the local n(z) for the large
phase, and 1 — n(x) for the small phase. So the height h, for the small particles and h; for the large
particles becomes (recall that p denotes the depth-average density):

hs(z) = (1 —n(x))h(z), (4.13)
hi(z) = n(z)h(z), (4.14)
With: () = — L&) (4.15)

ps(x) + 7y ()

This then gives the height occupied by each phase, as depicted in [£:24] note that the height of the
large phase is ‘stacked’ on that of the small phase, as if the two are separated by a sharp interface.

10 ‘ ‘ ‘
I Il Small phase
Il Large phase

0 50 100 150 200 250 300 350 400 450 500
x

Figure 4.24: Area plot showing the large and small phase for the first avalanche, the large phase is
summed on top of the small phase, such that the height in this plot reflects the total height of the flow.

First of all, it is important to keep in mind that in the avalanche the two phases have mixed region.
From the plots showing the large and small particles positions (i.e figure it is obvious that there is
no such thing as a sharp interface between the two phases. However, figure [£.24] does give a nice insight
in the development of the relative volume fraction of the both phases throughout the flow. Also, the
depth-averaged shallow layer model for which the friction coefficient is needed does not (in its form
as presented in incorporate the shape of the concentration profile in the z-direction. From figure
it is clear that the inflow’s n = 0.5 is advected into the flow domain, and that at the very front
the flow develops a pure phase of large particles. Now, for the computation of the friction coefficient
it is also meaningful to look at the Froude number and the height versus x, since those are two of
the parameters involved in the flowrule for the friction coefficient, as previously defined in equation
(2.123):
tan(ds) — tan(dq)

Bh
Axd(F+~)

w(F,h) = tan(d1) + ,n€0,1/4,1/2,3/4,1]. (4.16)
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Figure 4.25: Two parameters needed for p(F, h,n), the Froude number and the height of the flow.

With the height, the Froude number, and the volume ratio n available for every x the friction
coefficient can be computed as defined in ([2.136)):

w(F hg) = 27y (g gy 220 (. (4.17)
e —"No m—"o

With 7 being the local volume ratio, and 7° and n' being the two closest volume ratios for which there
is flowrule data (i.e o, m € [0,1/4,1/2,3/4,1]) such that 9y < n < n;.
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Figure 4.26: Depicted are the values of the friction coefficient throughout the flow for Avalanche 1
with 2 = pf’. The height is shown as reference, p™ is the friction as measured from the stress tensor,
w(F, h,n) is the friction predicted with the flowrule. For comparison, pu(F, h,n = 0.5) is the friction as
predicted by the flowrule with a fixed volume ratio n = 0.5, therefore neglecting the influence of the
volume-ratio. Lastly, also tan(f) is graphed, the steady state friction for this chute-angle.

The resulting friction coefficient p(F,h,n) is plotted as a function of z in figure and can be
compared with the measured friction u™. First of all, the flowrule does predict the increase in friction
at the flow-front. This can be explained with the Froude and height profiles in and equation
(4.16)): an increasing Froude-number combined with a decrease in height always increases the friction
coefficient (if of course the fit parameters are constant, which they are if 1 is constant, which is the
case in the front region x > 400, where 7 — 1 as can be seen from figure . Second, there is
a notable error in the predicted friction coefficient in the steady region for = < 100. This can be
explained with the steady state friction predictions from section From figure (reprinted
here in figure , it can be seen that the u(F,h,n) consequently underpredicts the friction for the
lowest height (the left most red curve). Since this lowest height is roughly 5 large particle diameters
and the avalanche considered here has an inflow of height 8, the error is to be expected.
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Figure 4.27: Steady state friction coefficient predictions as printed in for n = 1/2. The x-markers
denote measured values for the friction coefficient ™, computed as ™ = —-—=, o-markers show

OZZ
w(EF, h,n) computed with the flowrule. Solid lines show the flowrule u(F, h,n) for different heights as
a function of F', dashed lines show the expected steady state friction coefficient from p = tan(f). It
can be seen that the error grows pretty large for the lowest height, which is roughly 5 large particle
diameters and thus close to the avalanche height of 8 in figure @

Summarising, it can be concluded that the flow-rule does produce friction coefficients which show
similar behaviour as the measured friction, but as a result of the fit inaccuracy due to the low height
there is a significant error. Also, for this case with u = p® the effect on the friction of the varying
concentration in the flow is barely visible.

Avalanche 2

The second avalanche has the same inflow as the first case, but the particle friction for the small
particles p? is reduced. Two effects result from this, first of all the flow is faster, due to a decrease in
friction losses. Second, it makes the large particles relatively more frictional, which is shown to increase
the effect of n on the flowrule in section

10| N Small phase ‘ i
I Large phase
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Figure 4.28: Area plot showing the large and small phase for the first avalanche, the large phase is
summed on top of the small phase, such that the height in this plot reflects the total height of the flow.

Comparing the area plot in figure with that for the second avalanche (figure: there are
two important differences. First of all there is the location of the front. Noting that both the first
and second avalanche are depicted at ¢ = 800, it can be seen that the reduction of £ has made the
avalanche significantly quicker (the front for the first avalanche is roughly at x = 550, for the second
case it is at = 850). Second, the reduction of u? increased the height of the bulbous head, a result
of the large particles at the front being relatively more frictional.
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Figure 4.29: Two parameters needed for u(F, h,n), the Froude number and the height of the flow.

From it can be concluded that this case also has a more interesting Froude-profile compared
to the first avalanche. It can clearly be seen decreasing as the height increases, this can be explained:
as the height increases, the average velocity decreases, both have the effect that the Froude number
decreases. However, from equation it can be seen that Froude going down and the height going
up would yield an immediate decrease in the friction. This would then speed up the flow again, which
in turn would lower the height. Since this does not happen, there is something that increases the
friction, which supports the weight of the bulbous head. The source of this increase in friction is in
the large concentration of (relatively frictional) large particles, keeping the bulbous head in shape.
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Figure 4.30: Depicted are the values of the friction coefficient throughout the flow for Avalanche 2,
with p? = pf /2. The height is shown as reference, p™ is the friction as measured from the stress tensor,
w(F, h,n) is the friction predicted with the flowrule. For comparison, u(F, h,n = 0.5) is the friction as
predicted by the flowrule with a fixed volume ratio n = 0.5, therefore neglecting the influence of the
volume-ratio. Lastly, also tan(0) is graphed, the steady state friction for this chute-angle.
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Figure 4.31: Steady state friction coeflicient predictions as printed in for n = 1/2 and with reduced
1P, The x-markers denote measured values for the friction coeflicient p, computed as pu™ = —Um,
Oz

o-markers show pu(F,h,n) computed with the flowrule. Solid lines show the flowrule p(F,h,n) for
different heights as a function of F', dashed lines show the expected steady state friction coefficient
from p = tan(f). Comparing with figure it can be seen that for this case with p? = uf’/2 the
predicted friction for a height of 8 (which is in between the red and black curves) is slightly better,
explaining why the second avalanche has a better prediction of the friction in the steady region for
x < 200.

From [£.30] it can be seen that the friction law predicts the measured friction pretty well, and now
also the importance of taking the volume ratio into account becomes clear, the predicted friction for
constant n = 0.5 clearly is way to low. However, the predicted value for the friction is still too low
compared to the measured value, although it does come close. Also the prediction in the steady region
for x < 200 is better, which can be seen from the plot in[£.31} Also for the steady state the prediction
of the friction coefficient is better for the low heights, compared with for the equal particle friction
case.

Avalanche 3

The final avalanche has the same particle properties as the second one, but here the inflow has twice
as many particles, doubling the avalanche height. Since one of the problems of the first two avalanches
was the relatively low height, for which the error in the p(F, h,n) flowrule is rather large, this avalanche
is expected to show a better prediction of the friction. Of course, doubling the height has two effects
which increase the computational effort required, it has double the particles in the z-direction, and it
is also much quicker, greatly increasing the number of particles flowing into the domain.
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Figure 4.32: Area plot showing the large and small phase for the third avalanche, the large phase is
summed on top of the small phase, such that the height in this plot reflects the total height of the flow.

Figure looks similar as for the first two cases, except of course the doubling of the inflow
height. The head shows a similar shape as for the second avalanche. Also it should be noted that this
avalanche is significantly longer than the first two, due to the increase in flow velocity.

73



Froude number
—— Flow height

1 L 1 L L L L
0 200 400 600 800 1000 1200 1400

X
Figure 4.33: Two parameters needed for u(F, h,n), the Froude number and the height of the flow.

Qualitatively the Froude profile in figure looks very similar to that of the second avalanche in
figure A similar decrease in the head is observed, which again can be explained by the increasing
height and decreasing depth-averaged velocity.
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Figure 4.34: Depicted are the values of the friction coefficient throughout the flow for Avalanche 3 with
p? = pf /2. The height is shown as reference, p™ is the friction as measured from the stress tensor,
w(F, h,n) is the friction predicted with the flowrule. For comparison, p(F, h,n = 0.5) is the friction as
predicted by the flowrule with a fixed volume ratio n = 0.5, therefore neglecting the influence of the
volume-ratio. Lastly, also tan(f) is graphed, the steady state friction for this chute-angle.

First thing to note from [£:34]is that now the steady state friction for x < 300 is correctly predicted.
Whereas the first two cases showed a significant error here, for this case the increase in height shifted
the flowrule into the domain where the steady state predictions are pretty accurate (see figure m
a height of 15 large particle diameters corresponds roughly to the dark blue curve). However, the
prediction of the friction in the head is still to low. A possible explanation for this effect is given in
the next paragraph.

Conclusion

Reviewing all three avalanches, one important deviation in the prediction of u(F,h,n) is that it is
always too low in the bulbous head. This can be explained. The friction law is valid for segregated
flows, with a specific 7. However, in the front, the flow is a combination of a segregated flow on top of
a layer of large particles that have reached the front of the flow and are being overrun. This can clearly
be seen from figure which shows how the large particles reach the front and then end up at the
bottom of the flow. So in the front the flow develops a layer of large particles at the base. Now instead
of over a relatively smooth layer of small particles, the flow has to move over a layer of frictional large
particles, slowing the flow down. The flowrule on the other hand, does not incorporate this effect and
is only a function of (depth-averaged) volume-ratio 1. Therefore, the avalanche is slower than it should
be according to the flowrule, which results in a lower predicted friction coefficient: according to the

74



flowrule the flow should accelerate. Therefore, to predict the friction with a higher accuracy in this
region, the transient phenomena of the segregation profile should be taken in to account. This can also
be seen from figure which is reprinted in figure
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Figure 4.35: Total kinetic energy for initially normally graded (small on top of large) and segregated
(large on top of small) flows.

For the initially normally graded flows it can be seen that for ¢ < 1000s the kinetic energy is
significantly lower than for the segregated flows, thus the latter are quicker. This explains why the
avalanche front, which is not in a steady segregated state experiences the higher friction, and the
flowrule, which assumes steady segregation underestimates the friction for the given height and Froude
number.
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Chapter 5

Conclusion and recommendations

5.1 Conclusion

The Pouliquen friction law allows to predict the friction coefficient that appears in the depth averaged
shallow layer equations, in terms of flow variables, being the Froude number F' and the flow-height
h. Research initially focussed on mono-dispersed flows, which does not allow the modelling of the
segregation phenomena that are present in bi-dispersed chute flows. In this thesis, I aimed to extend
the Pouliquen friction law to the domain of bi-dispersed flows. The necessary experiments to validate
my approach where done numerically, since physical experiments are in general very difficult or even
impossible for the granular systems considered. To investigate the problem, I formulated two main
research questions:

e Can the Pouliquen friction law be applied to predict the macroscopic friction in steady, bi-
dispersed chute flows?

e Can the friction law be applied to predict the friction in bi-dispersed avalanche fronts, incorpo-
rating the effect of the different mixtures throughout the flow?

To start with the first research question, this involved two main steps: the fitting of measured arresting
angles of chute flows of different heights to a set of hs,p, curves, and the collapsing of measured steady
state Froude numbers on a linear fit when the flow height was scaled with hg,, . For both steps it was
not known on beforehand if they would work for bi-dispersed flows. For both however, I did find results
to be in agreement up to the same extend as for mono-dispersed flows. To measure the hgop, -curve
and the steady state Froude numbers, I set-up a series of DPM simulations, which allowed me to do
experiments that are difficult or impossible to do in real life. For both the hs,p, -curves and the steady
state Froude fit, simulations were performed in a periodic box, which made it possible to simulate a
system in steady state with relatively low numbers of particles. In the results the hg, -curves did not
show major deviations from the proposed fit, and the only problem I encountered was with the case
for a particle size ratio ¢~ = 2.0, for which the data was too noisy and lacking resolution.

The main focus of this part of my research was on the influence of the large particle concentration
n on the behaviour of the flow. Whereas the influence of 7 on the hg:p -fit is small when the particle
friction coefficients are the same for both small and large particles, a clear dependency was found
when the small particles are made less frictional. The latter is a phenomena that is known from real
geophysical mass flows, for which large boulders are more frictional (due to their non-spherical shape)
than the small pebbles.

With the hgtop -fit completed, the next step was the verification of the linear Froude scaling. Note
that the applicability of this linear scaling was not at all certain at the start of this research, since for
flows of different height the flow velocity will be different, which can have an effect on the shape of
the concentration profile throughout the depth of the flow. To verify the Froude relation a series of
steady flows with different mixtures (different 1), inclinations, heights and size-ratios was set up, and
the depth averaged Froude number and the flow height were measured. For the cases with varying
7, all simulations collapsed nicely on the linear fit. However, for the case with varying o this was
less obvious, since this linear scaling depends heavily on the quality of the hg,p, -fit. Therefore I have
formulated a combined fitting routine, which, given the assumption that the linear Froude fit holds, fits
the hgiop -curve and the Froude relation in a single fit. This has the effect that the Froude-fit affects
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the hgtop -fit, the hgop -curve is ‘bend’, such that the linear Froude relation holds. This proved to work
well, and I am of the opinion that it is a valuable tool to acquire fit parameters with a high precision.
Having fitted the linear Froude fit I found that the important fit parameter 5, marking the slope of the
linear Froude-curve was almost independent of n for both the case with equal particle friction and the
case with reduced friction of the small particles. This hypothesis was strengthened by the combined
fit procedure, for which the variation in /5 for varying n became even smaller. For varying ¢ the role of
B is less clear, but it certainly does not show a nature independent of ¢. The amount of data available
however is too limited to draw any definite conclusions.

The next step I took was aimed to answer the second research question: can the Pouliquen flowrule
be used to predict the friction in a developing, bi-dispersed avalanche? For this I used a quasi 2D do-
main, periodic in y-direction, with the avalanche flowing freely in x-direction. A novel inflow technique
was used which ensured steady state inflow, and the friction law as derived using the hsop -curve and
Froude-fits was used to predict the friction coefficient as a function of flow variables, being the Froude
number F', the flow-height h and the large particle concentration 7. From these results two important
conclusions are formulated. First of all: in general the friction law predicts the friction coefficient up to
a fair accuracy, and the incorporation of the concentration 1 was shown to be of significant importance.
Second, the model failed in capturing all phenomena influencing the friction. This is due to the general
idea of the Pouliquen friction-law: it is fitted with data measured from steady flows. However, in the
avalanche front there are flow configurations which do not exist in a steady state (i.e, large particles
at the front are overrun and end up temporarily at the bottom of the flow, introducing extra friction),
rendering the correct prediction of the friction impossible with only depth averaged information.

5.2 Recommendations

As with any other project carried out in a limited amount of time I encountered several problems,
possible solutions and in general interesting directions during my research which in my opinion are
worth pursuing. First of all, the most obvious follow-up for this thesis would be to actually use the
friction law that was derived to numerically solve the depth averaged shallow layer equations with it. It
will be very interesting whether the resulting avalanches resemble the results from the DPM simulations.
Secondly, halfway through the project I came to the conclusion that the simple bi-dispersed system
was in fact not so simple. The result of having particles of only two exact sizes introduces phenomena
like extreme layering which are not observed in real geophysical mass flows, in which there is always
poly-dispersity which severely affects or even destroys layering structures. Therefore the introduction
of a small variance in the large and small particle sizes might yield different results. Thirdly, the role
of the size-ratio o is not treated very thoroughly in this research. An interesting approach would be to
investigate up to what size-ratio the friction law works. Finally, the major lack of accuracy in predicting
the friction for the quasi 2D avalanche was due to the unsteady segregation profiles. This unsteady
segregation profile is the result of layers of large particle being overrun and ending up (temporarily)
at the bottom of the flow, an unsteady position for them, as they will be segregated upwards again. A
solution for this problem is not directly evident, but one can think of implementing a correction factor
which takes the deviation from the steady segregation into account. This however imposes the need
of depth-dependent data on the segregation profile, quantifying the ‘unsteadiness’ of the segregation
profile.
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